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 I. Introduction

1. The present report is submitted pursuant to Human Rights Council resolution 32/13, in which the Council requested the United Nations High Commissioner for Human Rights to prepare a report on ways to bridge the gender digital divide from a human rights perspective.

2. Pursuant to paragraph 13 of resolution 32/13, the Office of the United Nations High Commissioner for Human Rights (OHCHR) sought contributions from States, the special procedures of the Human Rights Council, international organizations, national human rights institutions, civil society, industry, the technical community and academia and other stakeholders.[[1]](#footnote-2) The report further draws on a diverse range of public sources.

 II. Understanding the gender digital divide

 A. Definitions

3. The term “digital divide” refers to the gap between individuals, households, businesses and geographic areas at different socioeconomic levels with regard to their opportunities to access information and communications technologies (ICTs) and to their use of the Internet for a wide variety of activities.[[2]](#footnote-3) For the purposes of the present report, the “gender digital divide” refers to the measurable gap between women[[3]](#footnote-4) and men in their access to, use of and ability to influence, contribute to and benefit from ICTs.[[4]](#footnote-5)

 B. Gender disparities in access to and use of information and communications technologies

4. ICTs, including the Internet, are increasingly influential across all aspects of life. However, while in many instances ICTs have boosted growth and expanded opportunities, their impact is unevenly distributed.[[5]](#footnote-6) Today, despite widespread increases in basic Internet availability, only 47 per cent of the world’s population is connected.[[6]](#footnote-7) The offline population is disproportionately poor, rural, older and female, and the gap between them and those who have access to the Internet is widening steadily.

5. Internet uptake has come about unequally and at differing speeds, exacerbating inequalities between many groups, notably between women and men. Worldwide it is estimated that approximately 250 million fewer women than men are online.[[7]](#footnote-8) According to recent figures, the global Internet user gender gap expanded from 11 per cent in 2013 to 12 per cent in 2016. While Internet penetration rates are higher for men than women in all regions, the gender gap is lowest in developed countries (2.8 per cent in 2016), significantly higher in developing countries (16.8 per cent in 2016) and highest in least developed countries (30.9 per cent in 2016).[[8]](#footnote-9) It is most pronounced in Africa, the Arab States and the Asia-Pacific region.[[9]](#footnote-10)

6. However, Internet penetration rates are only one component of the gender digital divide. While Internet connectivity continues to be an economic and infrastructural challenge, there are other inequalities in Internet usage patterns, skills and benefits. Research reveals that women are much less likely than men in the same age group and at similar education and income levels to use the Internet.[[10]](#footnote-11) In one report, covering 10 countries, it was noted that once online, women are between 30 and 50 per cent less likely than men to use the Internet for economic and political empowerment.[[11]](#footnote-12)

7. Women are also left behind by the rapid growth in mobile telephone ownership, currently the most prevalent means of access to the Internet in developing countries.[[12]](#footnote-13) Worldwide, women are, on average, 14 per cent less likely than men to own a mobile telephone.[[13]](#footnote-14) When they own mobile telephones, women are less likely than men to utilize mobile data, social media applications or SMS services.[[14]](#footnote-15)

8. Information received reveals wide discrepancies among States in women’s access to and use of ICTs. However, the availability of sex- and gender-disaggregated data in this domain is limited. Consequently, there is a clear need for all States to systematically collect sex- and gender-disaggregated data to expose differences in ICT access and use and to support policymakers in finding the most appropriate responses to closing the gender digital divide.[[15]](#footnote-16)

 C. Drivers of the gender digital divide

9. The gender digital divide is a multidimensional phenomenon that includes issues regarding access to equipment (hardware), solutions (software or applications), connectivity and data, as well as the digital skills, knowledge and opportunities necessary to develop, benefit from and make meaningful and strategic use of ICTs.

10. Barriers faced by women in accessing ICTs, and that may limit their participation in digital life, are exacerbated by offline inequalities. Women already discriminated against or marginalized because of their sex and gender, in addition to other factors, such as race, ethnicity, religion or belief, health, status, age, class, caste and sexual orientation and gender identity,[[16]](#footnote-17) are least likely to access, use and benefit from ICTs. Furthermore, they may face obstacles in accessing and using ICTs in a way that is meaningful, relevant and beneficial to them in their daily lives.[[17]](#footnote-18)

11. Factors influencing, preventing or inhibiting women’s access and use of ICTs may include:[[18]](#footnote-19)

 (a) Availability: for example, the status and degree of infrastructural roll-out, barriers to broadband access and limitations on women accessing public Internet places;

 (b) Affordability: with more limited financial resources, women are disproportionately affected;[[19]](#footnote-20)

 (c) Sociocultural barriers: for example, time, mobility and gender roles, norms and stereotypes;

 (d) Legislation, policies or practices: for example, regulation of the licensing of ICTs, subscription services, discriminatory policies and practices that affect women;

 (e) Education, capacity and skills development: for example, illiteracy and a lack of digital skills and confidence;

 (f) Privacy, security, trust and safety risks: for example, online harassment and violence against women;

 (g) Relevant content, applications and services: for example, a lack of content that speaks to women’s diverse realities or that has perceived benefit, or censorship or restriction of gender-related content;[[20]](#footnote-21)

 (h) ICT development, policy and governance: for example, the absence of women in technology-related careers, in ICT leadership positions and in key Internet governance decision-making structures.[[21]](#footnote-22)

 III. A human rights framework for bridging the gender digital divide

 A. Applying a human rights-based approach

12. In its resolution 32/13, the Human Rights Council affirmed the importance of applying a comprehensive human rights-based approach in providing and expanding access to the Internet, while calling on all States to make efforts to bridge the many forms of digital divides, and in particular the gender digital divide. The Council called on States to enhance the use of enabling technology, in particular information and communications technology, to promote the empowerment of all women and girls. The Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has stated that, without Internet access, which facilitates economic development and the enjoyment of a range of human rights, marginalized groups may remain trapped in a disadvantaged situation, thereby perpetuating inequality;[[22]](#footnote-23) such groups may include women.

13. A systematic approach to embedding human rights in efforts to tackle the gender digital divide requires addressing the full range of women’s human rights that are affected by ICTs. It should also take into account the underlying context in which women live, which involves multiple and intersecting barriers to the exercise of their human rights. Inhibitors to ICT access and use by women should be addressed as part of the State’s obligation to respect, protect and fulfil all human rights. This includes establishing and maintaining an enabling online environment that is safe and conducive to engagement by all, without discrimination and with special attention to the needs of groups facing systemic inequalities, in particular women within these groups. As affirmed in successive Human Rights Council resolutions and General Assembly resolution 71/199, the same rights that people have offline must also be protected online.[[23]](#footnote-24)

14. A human rights-based approach applies human rights norms and standards to relevant policies and programmes. This includes establishing and maintaining key principles such as accountability, equality and non-discrimination, participation, transparency, empowerment and sustainability.[[24]](#footnote-25) Additionally, an Internet governance structure premised on human rights should ensure that individuals can challenge violations of their rights and that remedies are accessible and effective.[[25]](#footnote-26)

15. States have an obligation to protect persons within their jurisdiction from undue interference with their human rights by third parties,[[26]](#footnote-27) including business enterprises. Business enterprises, including those active in the ICT sector, have a responsibility to respect human rights. In accordance with the Guiding Principles on Business and Human Rights, enterprises should avoid infringing on human rights and should identify, prevent, mitigate and account for any adverse impact on human rights that they cause, contribute to or are directly linked to.[[27]](#footnote-28)

16. The Sustainable Development Goals offer an important tool for reinforcing the existing human rights obligations of States to bridge the gender digital divide.[[28]](#footnote-29) States have committed to strive for universal and affordable access to the Internet in least developed countries by 2020 (target 9 (c) of the Goals), as well as to ensure that women and men have equal access to basic services, including new technology, by 2030 (target 1.4). They have also pledged to enhance the use of enabling technology, in particular ICTs, to promote the empowerment of women (target 5 (b)).[[29]](#footnote-30) Furthermore, expanding equal access to ICTs is supportive of many other Sustainable Development Goals, including those related to education, health, jobs and economic growth, innovation and infrastructure, and sustainable cities and communities.

 B. Human rights implications of the gender digital divide

17. The gender digital divide is both a consequence and cause of violations of women’s human rights. It is a consequence, in that disparities in ICT access and use reflect discrimination faced by women in society, be it based on location, economic status, age, gender, racial or ethnic origin, social and cultural norms, education or other factors. The gender digital divide is also a cause of violations of women’s human rights: women without meaningful ICT access are less equipped to exercise their human rights and to participate in public life, the economy and society.[[30]](#footnote-31) The role of Internet access in the enjoyment of human rights has been stressed in numerous reports by the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression.[[31]](#footnote-32) At the same time, when women access or use ICTs, they may be exposed to potential violations of human rights, which in turn may deter them from using ICTs and effectively limit their access, serving to exacerbate the gender digital divide.

 Right to privacy

18. The General Assembly, the United Nations High Commissioner for Human Rights and several special rapporteurs have recognized that privacy is a prerequisite for the full exercise of other rights, notably the right to freedom of opinion and expression.[[32]](#footnote-33) Women’s right to privacy in the context of equal access to ICTs implies the ability to benefit from encryption, anonymity or the use of pseudonyms on social media in order to minimize the risk of interference with privacy, which is especially pertinent for women human rights defenders and women trying to obtain information otherwise considered taboo in their societies.[[33]](#footnote-34)

19. At the same time, the use of ICTs could result in arbitrary or unlawful interference in women’s privacy, for example through surveillance and monitoring of women’s correspondence and activities, or in targeted attacks on women’s privacy through the publication of personal data and information on the Internet (“doxing”). Big data[[34]](#footnote-35) also poses particular challenges to women’s right to privacy, for example during the collection, storage, sharing and repurposing of large sets of data, which may involve the potential for re-identification, de-anonymization and aggregation of information.[[35]](#footnote-36) Of particular concern is the potential danger posed to the privacy of marginalized women when big data is used for development or humanitarian purposes. While big data may carry benefits for development initiatives, it also carries serious risks, which are often ignored.[[36]](#footnote-37)

 Rights to freedom of opinion and expression and freedom of peaceful assembly and of association

20. The Internet is a key means by which individuals can exercise the right to freedom of opinion and expression.[[37]](#footnote-38) This right includes the freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers and through any media.[[38]](#footnote-39) In particular, the Internet has become crucial for the provision of, and access to, information and in the formation of political communities and associated questions of participation.[[39]](#footnote-40) For example, the Special Rapporteur in the field of cultural rights stated that ICTs, including the Internet, were especially important for accessing information, establishing and developing contacts with persons with similar views beyond primary communities, expressing oneself and contributing one’s own knowledge and ideas.[[40]](#footnote-41)

21. Further, the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has noted that States have a positive obligation to promote or to facilitate the enjoyment of the right to freedom of expression and the means necessary to exercise this right, including the Internet. States should adopt effective and concrete policies and strategies — developed in consultation with individuals from all segments of society, including the private sector as well as relevant government ministries — to make the Internet widely available, accessible and affordable to all.[[41]](#footnote-42)

22. Several aspects of the exercise of the right to freedom of opinion and expression online are of particular importance for the realization of women’s human rights. The Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has noted that when women are denied the full exercise of this right, they are also limited in the exercise of other fundamental rights, such as the rights to development, education, health, political participation and a life free from violence.[[42]](#footnote-43) The Internet may be a significant and, at times, even the only way for women to access information and express their views on issues that concern them and their life choices, which they may otherwise not be able to, owing to, among other things, harmful gender stereotypes, social norms and taboos. This may include information on gender equality and women’s rights and on sexual and reproductive health and rights.

23. Women activists, including women human rights defenders, increasingly rely on ICTs to advocate, communicate, mobilize, protect, access information and gain visibility. Yet, at the same time, ICTs may broaden the kinds of surveillance, censorship and harassment to which they may be subjected.[[43]](#footnote-44) The Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has noted a disproportionate impact of online surveillance on the freedom of expression of a range of groups, such as lesbian, gay, bisexual and transgender individuals, civil society, human rights defenders, journalists and victims of violence and abuse; women within those groups face gender-specific risks and threats.[[44]](#footnote-45) The Special Rapporteur on the situation of human rights defenders observed that women human rights defenders had been subjected to new online forms of violence, such as threats, including death threats, and that such threats could be delivered via telephones, text messages or e-mails.[[45]](#footnote-46) The Special Rapporteur also drew attention to cases in which human rights defenders had been charged with defamation and, in some cases, blasphemy, because they had published online articles, blog entries or tweets.[[46]](#footnote-47) Further, the Special Rapporteur has emphasized the need for gender-sensitive protection measures and stated that the physical safety of human rights defenders should be interlinked and integrated into their digital security.[[47]](#footnote-48) In addition, as many women human rights defenders still struggle to gain access to online spaces, the need to share devices, use cybercafes and rely on legacy or “dumb” mobile telephones may impair their right to freedom of opinion and expression and further contribute to their digital insecurity.[[48]](#footnote-49)

24. The rights to freedom of peaceful assembly and of association are crucial for enabling the exercise of many other civil, cultural, economic, political and social rights. States have been called on to recognize that the rights to freedom of peaceful assembly and of association can be exercised through new technologies, including through the Internet.[[49]](#footnote-50) The Internet allows women activists to connect and exchange strategies, including across borders, and offers a space for organizing, although it may also render women vulnerable to digital threats.

 Right to work and to the enjoyment of just and favourable conditions of work

25. The right to work is essential for realizing other human rights.[[50]](#footnote-51) However, women are at risk of losing out in the workplace due to a lack of digital skills. They are underrepresented in many ICT companies and ICT-related roles, with some statistics showing as few as 23 per cent female employees, and the percentage is even lower for women in leadership positions or technical roles.[[51]](#footnote-52) This is likely to perpetuate a low participation of women in digitization processes.[[52]](#footnote-53) Information received describes how some States, business enterprises and others are adopting proactive measures to bridge the gender gap in the digital labour market by promoting education, training and employment opportunities for women in science and technology-related areas.[[53]](#footnote-54)

26. ICTs can help to improve women’s working conditions by reducing labour time and facilitating flexible working arrangements.[[54]](#footnote-55) They can also assist women workers, especially household, domestic or migrant workers, in claiming their labour rights by providing access to online information, as well as offer opportunities to organize online to improve laws, wages and working conditions and report abuses.[[55]](#footnote-56) Technological innovations are also being leveraged to help track and interrupt human trafficking and forced labour in supply chains.[[56]](#footnote-57) Furthermore, evidence shows that migrant workers who are isolated from technology and social networks are more vulnerable to human trafficking and exploitation.[[57]](#footnote-58)

 Right to health

27. The right to health requires equal access for women and men to health-care services, as well as ensured access to services required only by women.[[58]](#footnote-59) Sexual and reproductive health constitutes a key aspect of women’s right to health and is related to other human rights, including the rights to life, liberty and security of person and freedom from torture, as well as the rights to privacy, education and the prohibition of discrimination.[[59]](#footnote-60) The right to health includes the ability for women to make decisions about their health, such as deciding freely and responsibly on the number and spacing of their children, and to have access to the information, education and means to exercise this right.[[60]](#footnote-61) ICTs can offer access to websites and resources that enable women to make more informed decisions about their sexual and reproductive health, while respecting confidentiality and eliminating stigma-related barriers.[[61]](#footnote-62)

28. The adoption of e-health and m-health (mobile) can lead to more cost-effective and inclusive access to health care, while data analytics and artificial intelligence can help identify appropriate treatments and facilitate early diagnosis and intervention.[[62]](#footnote-63) There is thus significant potential to harness ICTs for women’s health. The development of e-health and m-health pose some important challenges, however, including information censorship, misinformation, the protection of data privacy and the limits of one-way health information.[[63]](#footnote-64) Furthermore, much of the health-related information available online focuses on motherhood and childbirth, with less attention paid to topics such as safe abortion and contraception within the framework of sexual and reproductive health and rights.[[64]](#footnote-65)

 Right to education and to participate in cultural life

29. ICTs can provide increased access to affordable and inclusive educational opportunities for women, with the ability of digital devices to multiply learning pathways and diversify learning approaches. The Committee on the Rights of the Child has described how the Internet can provide education for children through mobile school programmes.[[65]](#footnote-66) The Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression has also highlighted some of the educational advantages derived from Internet usage and how those can directly contribute to human capital.[[66]](#footnote-67) The Special Rapporteur on the right to education has noted, however, that while the provision of education through digital technology can have important benefits, special attention must be paid to questions of skills and access, including for women, to avoid contributing to gender disparities.[[67]](#footnote-68)

30. With the Internet emerging as a critical platform for scientific and cultural flows and exchanges, freedom of access to the Internet and maintaining its open architecture are important for upholding the right to participate in cultural life and to enjoy the benefits of scientific progress and its applications.[[68]](#footnote-69) The Internet can facilitate women’s access to, and participation in, science and culture, providing opportunities for women to express themselves and to present alternative narratives and meanings and making it easier for them to freely engage with people, ideas and events across cultural and national boundaries. Consequently, lack of access to online spaces by women can affect their right to participate in cultural life on an equal basis, and bridging the digital divide is necessary to fully realize this right, as noted by the Special Rapporteur in the field of cultural rights.[[69]](#footnote-70)

 Rights of women with disabilities

31. Improved access to ICTs can help persons with disabilities to live more autonomously and independently and enable and accelerate their social, economic and political inclusion. It can facilitate access to education, information, independent methods of communication, health services and employment opportunities.[[70]](#footnote-71) However, persons with disabilities, and particularly women with disabilities, are significantly less likely to have access to the Internet and ICTs.

32. Under articles 9 and 21 of the Convention on the Rights of Persons with Disabilities, States parties are required to take appropriate measures to ensure that persons with disabilities can access ICTs and exercise the right to freedom of expression and opinion, and access to information, on an equal basis with others and through all forms of communication of their choice.[[71]](#footnote-72) States parties are also to urge providers of information and services through the Internet, including private entities, to make their services accessible to persons with disabilities. The Committee on the Rights of Persons with Disabilities has stated that the lack of consideration given to gender and/or disability aspects in policies relating to, among other things, information and communications technologies and systems prevents women with disabilities from living independently and participating fully in all areas of life on an equal basis with others.[[72]](#footnote-73) The Committee has further expressed concern that if women with disabilities are subjected to violence, exploitation or abuse, particularly in situations of risk and humanitarian emergencies, information and communication helplines and hotlines may not be accessible to them due to their lack of access to ICTs.[[73]](#footnote-74)

 Rights of the child, particularly girls

33. The Committee on the Rights of the Child has highlighted the importance of digital technology in children’s lives and exhorted States parties to protect and promote the rights of the child in this regard, without distinction between boys and girls.[[74]](#footnote-75) The Committee held a day of general discussion in 2014 on digital media and children’s rights. While enumerating some of the positive opportunities presented by ICTs for children’s empowerment and engagement, participants drew attention to the digital divide, especially for children in marginalized and vulnerable situations, and highlighted that children, particularly girls, faced new forms of human rights abuses enabled by ICTs, including sexual exploitation and the distribution of child sex abuse images. The Committee recommended that States should recognize the importance of access to, and use of, digital media and ICTs for children and their potential to promote all children’s rights and should adopt and effectively implement comprehensive human rights-based laws and policies that incorporate children’s access to digital media and ICTs and ensure the full protection under the Convention on the Rights of the Child and the Optional Protocols thereto with regard to the use of digital media and ICTs.[[75]](#footnote-76)

 C. Online violence against women

34. While the use of ICTs has contributed to the empowerment of women and to a fuller realization of their human rights, it has also facilitated the development of online violence against women.[[76]](#footnote-77) In article 1 of the Declaration on the Elimination of Violence against Women, violence against women is defined as any act of gender-based violence that results in, or is likely to result in, physical, sexual or psychological harm or suffering to women, including threats of such acts.[[77]](#footnote-78) The General Assembly acknowledged in its resolution 68/181 that information-technology-related violations, abuses and violence against women were a growing concern and could be a manifestation of systemic gender-based discrimination, requiring effective responses compliant with human rights.

35. Online violence against women encompasses acts of gender-based violence that are committed, facilitated or aggravated by the use of ICTs, including online threats and harassment and gross and demeaning breaches of privacy, such as “revenge pornography”.[[78]](#footnote-79) Online violence has risen sharply over the past few years,[[79]](#footnote-80) and can result in women limiting their participation on online platforms.[[80]](#footnote-81)

36. Specific groups of women, in particular young women,[[81]](#footnote-82) women belonging to ethnic minorities and indigenous women,[[82]](#footnote-83) lesbian, bisexual and transgender women,[[83]](#footnote-84) women with disabilities and women from marginalized groups may be at greater risk and may experience particularly severe forms of online violence. Women human rights defenders, journalists,[[84]](#footnote-85) bloggers[[85]](#footnote-86) and those critiquing sexist media practices online may also face particular harassment or threats online, such as interference with Internet services, computer confiscation, virus and spyware attacks and online defamation campaigns aimed at discrediting them or inciting other abuses against them.[[86]](#footnote-87)

37. States have obligations to combat online violence against women while safeguarding the freedom of opinion and expression and the realization of other rights, such as the right to access information about sexual and reproductive health and rights.[[87]](#footnote-88) Business enterprises have similar responsibilities. Actions to be taken to protect women against acts of online violence should be preventive, such as education campaigns or the provision of technical features enabling users to block content,[[88]](#footnote-89) and reactive, such as the urgent removal of unlawful content, investigation and action against perpetrators, and the provision of redress and reparation to victims. Any such measures should comply with international human rights norms and standards; in particular, no action may amount to undue restrictions on freedom of expression.[[89]](#footnote-90)

38. Inputs received from some States for the report outlined measures implemented to combat online violence against women, including education, legislation, preventive actions, reporting mechanisms and various other initiatives.[[90]](#footnote-91) A number of States have examined how they can use or clarify existing laws to address online violence against women, while others have adopted laws specifically addressing online violence, often in a gender-neutral manner.[[91]](#footnote-92) However, reports indicate that in many States, law enforcement agencies and courts are failing to take appropriate action in situations of online violence against women, or are using such laws as a pretext to restrict freedom of expression.[[92]](#footnote-93)

39. Business enterprises have also begun to address this issue, for example by developing tools that allow users to block specific individuals, safeguard their privacy or tailor their interactions to protect themselves against abusive behaviour.[[93]](#footnote-94) It is important that such tools comply with the requirements set out in article 19 (3) of the International Covenant on Civil and Political Rights regarding permissible restrictions on freedom of expression. Inputs to the report provided examples of community-led initiatives, including online victim support platforms and organizations offering digital security guidance and counselling.[[94]](#footnote-95) Other examples of ICTs designed to prevent offline violence against women include mobile device-based safety applications, such as “panic buttons”.[[95]](#footnote-96) Other technology-based tools in this area include “data escrows” (third party data trusts) to facilitate confidential reporting of sexual assault.[[96]](#footnote-97)

 D. Emerging issues: data-driven technologies

40. The advent of big data and artificial intelligence may have an impact on women’s rights and on the gender digital divide. Data-driven technologies may provide new opportunities to solve societal problems and perform a range of complex tasks in everyday life, but there is also a risk of increasing disparities for those who do not have access, and of reinforcing, or even amplifying, gender inequalities due to data gaps and bias. For example, while big data analytics may offer possibilities to make gender-based discrimination more visible and to quantify women’s political, economic, social and health status,[[97]](#footnote-98) there is also a risk that it may not pick up information about the diverse experiences of women, owing to underrepresentation or exclusion of particular groups online and a lack of reporting.[[98]](#footnote-99)

41. Another widely shared concern is that of algorithmic discrimination and bias. Studies indicate that as the use of artificial intelligence systems becomes more pervasive, there may be disproportionate and disparate impacts on certain groups facing systemic inequalities, including women within those groups.[[99]](#footnote-100) For example, researchers discovered evidence of gender-based discrimination in the targeting of job-related advertisements online, as well as underrepresentation of women in Internet search results for certain professions.[[100]](#footnote-101) Further efforts should be focused on ensuring that data inputs are inclusive and accurate and that the operation of artificial intelligence is consistent with human rights; automated decision-making processes should be transparent and accountable for the analyses and decisions they deliver.[[101]](#footnote-102)

42. A further emerging area is that of digital identity. In the 2030 Agenda for Sustainable Development, the role of robust identification systems and their importance to development was highlighted, specifically in target 16.9 of the Sustainable Development Goals, and such systems are key enablers in achieving many of the Goals.[[102]](#footnote-103) However, nearly one fifth of the world’s population lacks any form of officially recognized identification.[[103]](#footnote-104) Women in developing countries are disproportionally affected, as they may face higher economic and social barriers to obtaining official identification. This lack of identification can prevent those women concerned from accessing a variety of rights, such as social protection, education and health care, and from exercising the right to vote. It can also prevent them from accessing economic opportunities, jobs and credit. New technology allows digital identification systems to establish identity for those who lack traditional paper documents. For example, an important impediment in the area of women’s property and inheritance rights is the lack of proper identity documentation by which to establish a legal basis for claims.[[104]](#footnote-105) Technologies such as blockchain can provide an authentication solution in the form of a unique, digital identifier, thereby helping to protect women’s equal rights to land and property.[[105]](#footnote-106) Digital identity and digital currencies also present an opportunity to increase financial inclusion, helping to address the situation whereby approximately 50 per cent of women around the world do not have access to financial services.[[106]](#footnote-107) However, without access to ICTs, women may not have the opportunity to benefit from these potentially powerful technological tools.[[107]](#footnote-108)

 IV. Conclusions and recommendations

43. **Important gender disparities in access to and use of ICTs persist and hinder women’s exercise of their human rights. Furthermore, violations of women’s human rights online can exacerbate the gender digital divide. Without a determined effort to remedy this situation, there is a significant risk that technology will widen gender inequalities in society.**

44. **Human rights should serve as the framework for bridging the gender digital divide. International human rights norms and principles, especially equality, non-discrimination, inclusion, participation and the provision of effective remedies, should guide any action taken in response to issues of access, use and misuse of ICTs. While interest in addressing the gender digital divide appears to be growing, there seems to be insufficient attention paid to framing it as a human rights issue.**

45. **Gender equality should be promoted in the design and implementation of ICTs and in the policy decisions and frameworks that regulate them. It is critical for all stakeholders to invest in creating an enabling and empowering ICT environment that serves the needs of women by respecting, protecting and promoting their human rights online. With regard to new and emerging data-driven technologies, there is now a critical window of opportunity to ensure that these technologies are human rights compliant and do not replicate or exacerbate existing patterns of discrimination against women.**

 Need for a human rights-based approach to bridging the gender digital divide

46. **States and business enterprises should ensure that the development and deployment of ICTs, including new data-driven technologies, is guided and regulated by international human rights law, including principles of gender equality, in order to facilitate the realization of human rights for women and avoid any adverse human rights impacts, intentional or unintentional. The treatment and use of ICTs must fully reflect the principle that the same rights that people have offline must also be protected online. Further research and gender analysis is needed concerning the impacts of big data-driven technologies on women’s human rights. Particular attention should be paid to the risk of an emerging data gender gap and potential data bias.**

47. **States and business enterprises should adopt proactive measures to ensure women’s equal and meaningful participation online, including by addressing the underrepresentation of women in science, technology and engineering sectors, particularly in leadership positions.**

48. **Business enterprises in the ICT sector should embed gender equality and diversity as core values across organizational and employment policies.**

49. **Civil society organizations should play an active role in educating and supporting women in accessing, exercising and achieving their human rights online.**

 Access to information and communications technology and the necessary infrastructure

50. **States should apply a comprehensive human rights-based approach in providing and expanding access to ICTs. They should adopt and implement ICT policies and strategies that include specific attention to gender considerations and address access to, affordability of and participation in ICTs for all women. Such policies should be developed in consultation with all sections of society, including business enterprises and civil society, in particular women’s organizations. ICT policies should also be linked to existing gender and development policies.**

51. **States should include ICT literacy skills in educational curricula for girls, and support similar learning modules outside of schools.**

52. **At the international level, States, in particular developed States, should honour their commitment, expressed, inter alia, in the Sustainable Development Goals, to facilitate technology transfer to developing States, and integrate programmes to facilitate women’s access to ICTs in their development and assistance policies.**

53. **States should collect, analyse and track sex- and gender-disaggregated data on ICT access and usage in order to reach a better understanding of how digital inclusion can be achieved and how to develop informed policies.**

54. **States must ensure equitable access to online information and public services, taking into consideration the diversity of Internet users, as well as the ways people use the Internet. They should provide public access to ICT facilities for women and improve relevant and local online content. In view of current limitations to digital access, States should also make available alternative offline modes of access to public information and services.**

55. **Business enterprises should innovate to reduce the cost of ICT devices and services. They should consult and engage with women from diverse backgrounds, and include women in ICT design, development and production processes to improve the relevance of ICT services, content and applications.**

56. **Civil society participation, in particular that of women’s organizations, should be ensured in national and international ICT policymaking processes. They should be actively involved in the process of developing ICT content relevant to women.**

 Combating online violence against women

57. **A multi-pronged approach to combating online violence against women is required, including education and media campaigns, and working with all relevant parties. Online violence against women must be dealt with in the broader context of offline gender discrimination and violence.**

58. **Any measures to eliminate online violence against women must comply with international human rights law, including the criteria for permissible restrictions to freedom of expression provided under article 19 (3) of the International Covenant on Civil and Political Rights.**

59. **States and business enterprises should act to prevent and combat online violence against women. They should collect comprehensive data on the extent and nature of online violence against women and conduct further research to understand and address its underlying causes and how best to combat it. Civil society should monitor this data collection to ensure it is done in an effective and gender-sensitive manner.**

60. **States should enact adequate legislative measures and ensure appropriate responses to address the phenomenon of violence against women online, including through investigation of and action against perpetrators, the provision of redress and reparations to victims, and training on the application of international human rights norms and standards for law enforcement and the judiciary.**

61. **When involved in content moderation, business enterprises, including Internet intermediaries, should put in place clear, transparent and proportionate procedures, respecting human rights, in particular women’s rights, and the rights to privacy and to freedom of opinion and expression. Relevant staff, both female and male, should be trained accordingly. Business enterprises should ensure that information about their terms of service and how these are enforced is adequate, understandable and easily available to all users. They should provide information about best practices for online safety, and consider and establish specific procedures to enable users to report concerns, abuse and illegal content.**

62. **Civil society should play a role in improving digital literacy and in increasing awareness of the threats that prevent women from accessing and using ICTs and how these can be addressed and reduced.**
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