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. Introduction

1. The need to address the challenges that thialdigirld brings to the right to privacy
is more acute than ever. Driven mostly by the pevsector, digital technologies that
continually exploit data linked to people’s liveme progressively penetrating the social,
cultural, economic and political fabric of moderocties. Increasingly powerful data-
intensive technologies, such as big data and @atifintelligence, threaten to create an
intrusive digital environment in which both Stataesd business enterprises are able to
conduct surveillance, analyse, predict and eveniputate people’s behaviour to an
unprecedented degree. While there is no denyirtgitta-driven technologies can be put to
highly beneficial uses, these technological devalepts carry very significant risks for
human dignity, autonomy and privacy and the exeroshuman rights in general if not
managed with great care.

2. International and regional actors are incredgiryvare of the challenges and
beginning to act accordingly. The Human Rights Gilunandated a Special Rapporteur on
the right to privacy in July 2015. In numerous tasons, the Human Rights Council and the
General Assembly have expressed concerns aboriskiseto privacy emanating from State
surveillance measures and business practiéeshe regional level, several measures have
strengthened data privacy protections, such aktinepean Union General Data Protection
Regulation, which has recently taken effect witbbgll implications; the Council of Europe
protocol to update and modernize the Conventiontter Protection of Individuals with
regard to Automatic Processing of Personal Data tiedAfrican Union Commission
Personal Data Protection Guidelines for Africati¢ same time, many Governments have
adopted laws or proposed legislation that increttsss surveillance powers, often in ways
that fall short of applicable international humaghts standards.

3. The present report provides guidance on howddress some of the pressing
challenges that the right to privacy faces in tigital age. It provides a brief overview of the
international legal framework and includes a diseusof the most significant current trends.
It then turns to the obligations of States and mhgponsibility of business enterprises,
including a discussion of adequate safeguards &atsight. The final chapter gives some
insights into how remedies can be provided forgmwinfringements and abuses.

4, The report builds on the 2014 report by the Higimmissioner on the right to privacy
in the digital age (A/HRC/27/37) and on the preaBohs and discussions at an expert
workshop that took place in Geneva in February 201t8also relies on 63 written
submissions received from a wide range of staketnistd

[I.  Understanding the right to privacy in the digital age

5. The right to privacy is a fundamental human tighcognized in article 12 of the
Universal Declaration of Human Rights, article TThe International Covenant on Civil and

1 See, for example, General Assembly resolution$638/69/166 and 71/199 and Human Rights
Council resolutions 28/16 and 34/7 and decision PA/1

2 See, for example, Anja Seibert-Fohr, “Digital siilfaace, metadata and foreign intelligence
cooperation: unpacking the international right tivgcy” (April 2018), available from
https://ssrn.com/abstract=3168711; https://csrilduil/people/line-surveillance-case-law-un-
human-rights-committee and www.ohchr.org/Documésgeés/DigitalAge/ReportPrivacyin
DigitalAge/SR_right_privacy.pdf.

3 See www.ohchr.org/EN/Issues/DigitalAge/Pages/DigigePrivacyWorkhop.aspx and webcast
available at http://webtv.un.org/search/part-1.1empert-workshop-on-the-right-to-privacy-in-the-
digital-age/5734527899001/?term=2018-02-19&sortefipage=2.

4 All submissions are available at www.ohchr.org/Bblies/DigitalAge/Pages/ReportDigitalAge.aspx.
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Political Rights and in many other internationatlaegional human rights instruments.
Privacy can be considered as the presumption tidividuals should have an area of
autonomous development, interaction and liberty,pdvate sphere” with or without
interaction with others, free from State interventiand from excessive unsolicited
intervention by other uninvited individuals (seer &xample, A/IHRC/13/37, para. 11, and
A/HRC/23/40, paras. 22 and 42). In the digital emwiment, informational privacy, covering
information that exists or can be derived abouts@n and her or his life and the decisions
based on that information, is of particular impode.

6. The protection of the right to privacy is broadtending not only to the substantive
information contained in communications but equatlymetadata as, when analysed and
aggregated, such data “may give an insight iniodinidual’s behaviour, social relationship,
private preference and identity that go beyond eliahconveyed by accessing the content
of a communication” (see A/HRC/27/37, para. 19)e Piotection of the right to privacy is
not limited to private, secluded spaces, such afhittme of a person, but extends to public
spaces and information that is publicly availaldee( CCPR/C/COL/CO/7, para. 32). For
example, the right to privacy comes into play wiee@overnment is monitoring a public
space, such as a marketplace or a train statierglils observing individuals. Similarly, when
information that is publicly available about aniiridual on social media is collected and
analysed, it also implicates the right to privadhe public sharing of information does not
render its substance unprotected.

7. The right to privacy is not only impacted by #amination or use of information
about a person by a human or an algoritfiEwen the mere generation and collection of data
relating to a person’s identity, family or life elrdy affects the right to privacy, as through
those steps an individual loses some control efermation that could put his or her privacy
at risk (see A/HRC/27/37, para. 20)n addition, the mere existence of secret suiedé
amounts to an interference with the right to prizébid).1

8. The right to privacy applies equally to everyoary differences in its protection on
the basis of nationality or any other grounds ammisistent with the right to equality and
non-discrimination contained in article 26 of théernational Covenant on Civil and Political
Rights.

9. A State party must respect and ensure the rigittslown in the Covenant to anyone
within the power or effective control of that Staiarty, even if not situated within its
territory 22 Human rights law applies where a State exercisgmiwer or effective control in
relation to digital communications infrastructureherever located, for example through
direct tapping or penetration of communicationsasfructure located outside the territory
of that State. Equally, where a State exerciseglatayy jurisdiction over a third party that
controls a person’s information (for example, audiservice provider), that State also has to
extend human rights protections to those whosepyiwould be affected by accessing or
using that information (see A/HRC/27/37, para. 34).

10

11

12

See, for example, article 16 of the ConventionhenRights of the Child; article 14 of the
International Convention on the Protection of thgtfs of All Migrant Workers and Members of
Their Families; and article 22 of the Conventiortlom Rights of Persons with Disabilities.

See, for example, article 10 of the African Chantethe Rights and Welfare of the Child; article 11
of the American Convention on Human Rights; and lerBoof the European Convention on Human
Rights.

See Privacy International submission for the presgport.

Anja Seibert-Fohr, “Digital surveillance, metadatad foreign intelligence cooperation: unpacking
the international right to privacy”.

See Paul Bernal, “Data gathering, surveillance amdam rights: recasting the debatédyrnal of
Cyber Policy, vol. 1, No. 2 (2016).

See also European Court of Human RigRttaru v. Romania, application No. 28341/95, judgment
of 4 May 2000 andKopp v. Switzerland, application No. 23224/94, judgment of 25 Marci989

See also European Court of Human RigRésynan Zakharov v. Russia, application No. 47143/06,
judgment of 4 December 2015.

See Human Rights Committee, general comment N&2@14{ on the nature of the general legal
obligation imposed on States parties to the Coveipana. 10.
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A.

10.  According to article 17 of the Covenant, angiference is only permissible if it is
neither arbitrary nor unlawful. Human rights medkars have consistently interpreted those
words as pointing to the overarching principleegglity, necessity and proportionality (see
A/HRC/27/37, paras. 21-2PIn keeping with those principles, States may antgrfere
with the right to privacy to the extent envisaggaie law and the relevant legislation must
specify in detail the precise circumstances in Whsach interference may be permittéd.
Interference is unlawful and arbitrary not only wheis not provided for by law but also
when a law or the particular interference is infioiwith the provisions, aims and objectives
of the Covenant A limitation can only be lawful and non-arbitrafyit serves a legitimate
purpose (see A/HRC/29/32, para. 33). The limitatiaunst be necessary for reaching that
legitimate aim and in proportion to that aim andstrhe the least intrusive option available.
Furthermore, any limitation to the right to privaeyst not render the essence of the right
meaningless (see A/69/397, para. 51).

11. The right to privacy is central to the enjoymand exercise of human rights online
and offline. It serves as one of the foundationa dimocratic society and plays a key role
for the realization of a broad spectrum of humaghts, ranging from freedom of expression
(see A/HRC/23/40 and A/HRC/29/32, para. 15) anedoen of association and assembly
(see A/HRC/31/66, paras. 73—-78 and A/72/135, padds:50) to the prohibition of
discrimination and mor®&.Interference with the right to privacy can hawisproportionate
impact on certain individuals and/or groups, thugacerbating inequality and
discrimination!” Overbroad privacy regulations may also amountridue limitations of
other rights, in particular freedom of expressifor, example when a disproportionate
regulation interferes with legitimate news repagtiartistic expression or scientific research.
For lack of space, the interrelationship betweenright to privacy and all other human
rights, its discriminatory impact on specific indiwals and groups, and approaches to protect
them cannot be examined in the present report.

Privacy interferences: trends and concerns

Increased reliance on personal data by Governnmés and business
enterprises

Growing digital footprints

12. Both States and business enterprises collecusa steadily increasing amounts of
data related to the private lives of individualmniense data streams relating to billions of
individuals are being collected by personal comtemartphones, smartwatches, fithess
trackers and other wearables. A rapidly growing benof other interconnected devices and
sensors installed in so-called smart homes andtstiass add further data. The range and
depth of the information collected and used ar¢, fiasm device identifiers, email addresses
and phone numbers to biometric, health and findnleita and behavioural patterns. Much

of this happens without the knowledge of the pessconcerned and without meaningful

consent.

Data sharing and fusion

13. Business enterprises and States continuouslyaege and fuse personal data from
various sources and databases, with data brokeusé®y a key position. As a consequence,
individuals find themselves in a position of povesdness, as it seems almost impossible to
keep track of who holds what kind of informatioroabthem, let alone to control the many
ways in which that information can be used.

13
14

See also Human Rights Council resolution 34/7, fara.

See Human Rights Committee, general comment Nal9®B{ on the right to privacy, paras. 3 and 8.
Ibid, para. 4.

See Paul Bernal, “Data gathering, surveillancetamdan rights: recasting the debate”.

See General Assembly resolution 71/199, para);3H{gnan Rights Council resolution 34/7, para. 5
(9); and International Network of Civil Liberties @mizations, submission for the present report.
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Biometric data

14.  States and business enterprises increasinglgydsystems relying on the collection
and use of biometric data, such as DNA, facial getoyn voice, retina or iris patterns and
fingerprints. Some countries have created immeresdralized databases storing such
information for a diverse range of purposes, fratianal security and criminal investigation
to the identification of individuals for purposefstioe provision of essential services, such as
social and financial services and education. Staters around the world deploy closed-
circuit television cameras in cities, train staoor airports that use facial recognition to
automatically identify and flag persons. Biometo@sed technologies are increasingly used
to control migration, both at borders and withimuotiies. The creation of mass databases of
biometric data raises significant human rights eons. Such data is particularly sensitive,
as it is by definition inseparably linked to a partar person and that person’s life, and has
the potential to be gravely abused. For exampkntity theft on the basis of biometrics is
extremely difficult to remedy and may seriouslyeaff an individual’s rights. Moreover,
biometric data may be used for different purposemfthose for which it was collected,
including the unlawful tracking and monitoring oflividuals. Given those risks, particular
attention should be paid to questions of necessity proportionality in the collection of
biometric data. Against that background, it is wsmme that some States are embarking on
vast biometric data-based projects without havithgpaate legal and procedural safeguards
in place.

Growing analytical power

15.  The analytical power of data-driven technologmgtinues to grow exponentially. Big
data analytics and artificial intelligence increagy enable States and business enterprises
to obtain fine-grained information about peoplé&e$, make inferences about their physical
and mental characteristics and create detailecbpality profiles. Many systems used by
Governments and business enterprises are buith&mrecise purpose — maximizing the
amount of information on individuals in order toatyse, profile, assess, categorize and
eventually make decisions, often automated, albwumt

16. The resulting environment carries risks forvitals and societies that can hardly
be overestimated. For example, recent years havedsga breaches of huge scope, exposing
the persons concerned to identity theft and thelalisire of intimate information. Illegitimate
data collection and analysis have been connectibe targeting of voters. Profiles, “scoring”
and “ranking” of individuals can be used for assesligibility for health care, other
insurance coverage, financial services and bey@mhque data-based decisions in high-
stakes cases, for example in sentencing procedoteecidivism assessments, may threaten
due process. Attempts to identify individuals aseptal security threats in the context of
predictive policing raise concerns, given the isssierrounding transparency, overbreadth,
accountability and the potential for discriminatagtcomes?

State surveillance and communications intercen

Mass surveillance

17. Many States continue to engage in secret mas®ikance and communications
interception, collecting, storing and analysing d¢laga of all users relating to a broad range
of means of communication (for example, emailgpgkbne and video calls, text messages
and websites visited). While some States claimghah indiscriminate mass surveillance is
necessary to protect national security, this pcacs “not permissible under international
human rights law, as an individualized necessity proportionality analysis would not be
possible in the context of such measures” (see ARBB/29, para. 58f.As the European
Court of Human Rights has pointed out, “a systerseamfret surveillance set up to protect

18

19

See Ajay Sandhu, “Data driven policing: highliglgtisome risks associated with predicting crime”,
Human Rights Centre, Essex University.
See also A/HRC/27/37, para. 25.
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national security may undermine or even destroyateaty under the cloak of defending
it”. 20

Access to the user data of business enterprises

18.  States often rely on business enterprisefiéocallection and interception of personal
data. For example, some States compel telecomntiamisaand Internet service providers to
give them direct access to the data streams rurthinggh their networks. Such systems of
direct access are of serious concern, as they ateyarly prone to abuse and tend to
circumvent key procedural safeguaféi&ome States also demand access to the massive
amounts of information collected and stored bydefemunications and Internet service
providers. States continue to impose mandatorygatitins on telecommunications
companies and Internet service providers to reammunications data for extended periods
of time?22 Many such laws require the companies to collect store indiscriminately all
traffic data of all subscribers and users relatm@ll means of electronic communication.
They limit people’s ability to communicate anonyraty create the risk of abuses and may
facilitate disclosure to third parties, includingnginals, political opponents, or business
competitors through hacking or other data breachesh laws exceed the limits of what can
be considered necessary and proportioftate.

Hacking

19. Governments appear to rely increasingly on nsifee intrusion software that
infiltrates individuals’ digital devices. This typef hacking enables indiscriminate
interception and collection of all kinds of commeetions and data, encrypted or not, and
also permits remote and secret access to persevigkd and data stored on them, enabling
the conduct of real-time surveillance and manipaitadf data on such devic&sThat poses
risks not only for the right to privacy but alsor forocedural fairness rights when such
evidence may be used in legal proceedings (see B/BR40, para. 62). Hacking also raises
significant extraterritoriality concerns, as it afect individuals across many jurisdictiofis.
Furthermore, hacking relies on exploiting vulnelitibs in information and communications
technology (ICT) systems and thus contributes toisiy threats for millions of users.

Attempts at weakening encryption and anonymity

20. Recurring attempts by States to weaken enorypggchnology and limit access to
anonymity tools similarly threaten the security armhfidentiality of communications and
other activities online. Some States call for masdaback doors in encrypted
communications, require providers of encrypted camigations services to hand over
encryption keys (see A/HRC/29/32, paras. 38-45kwen ban or block certain secure
communications applications, including encryptedssaging and virtual private and
anonymization networks. Encryption and anonymityvite individuals and groups with a
zone of privacy online where they can hold opiniansl exercise freedom of expression
without arbitrary and unlawful interference or aks (A/HRC/29/32)% Encryption and
anonymity tools are widely used around the worldiuding by human rights defenders, civil

20
21
22
23

24

25
26

SeeRoman Zakharov v. Russia, para. 232.

SeeRoman Zakharov v. Russia, para. 270.

See CCPR/C/ZAF/CO/1, paras. 42—43, and CCPR/C/PAK/CO/1s.[&5a36.

See, for example, European Court of Justice jogaegs C-203/15 and C-698/T®8{e2 Sverige AB v.
Swedish Post and Telecom Authority and Secretary of State for the Home Department v. Watson,
judgment of 21 December 2016, para. 107; CCPR/C/ZAFIQ@aras. 42—-43; and
CCPR/C/CMR/COV/5, paras. 39-40.

See Special Rapporteur on the promotion and piotecf the right to freedom of opinion and
expression, “Encryption and anonymity follow-up oe (June 2018).

See submission of Privacy International.

See also UCI Law International Justice Clinic, “Stddaeferences: unofficial companion to report of
the Special Rapporteur (A/HRC/29/32) on encryptiolongmity and the freedom of expression”;
Amnesty International, “Encryption. A matter of hamrights” (March 2016); and Wolfgang Schulz
and Joris van Hoboken, “Human rights and encryptionited Nations Educational, Scientific and
Cultural Organization (2016).
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society, journalists, whistle-blowers and politicdissidents facing persecution and
harassment. Weakening them jeopardizes the prioicgll users and exposes them to
unlawful interferences not only by States, but digonon-State actors, including criminal
networks?” Such a widespread and indiscriminate impact iaotpatible with the principle
of proportionality (see A/HRC/29/32, para. 36).

Intelligence-sharing

21.  Governments across the globe routinely shagdigence on individuals outside any
legal framework and without adequate oversi§lhttelligence-sharing poses the serious risk
that a State may use this approach to circumvemtedtc legal constraints by relying on
others to obtain and then share information. Sugtaetice would fail the test of lawfulness
and may undermine the essence of the right to @yiysee A/HRC/27/37, para. 30). The
threat to human rights protections is particulaabute where intelligence is shared with
States with weak rule of law and/or a history o$teynatically violating human rights.
Intelligence received by one State from another mmaye been obtained in violation of
international law, including through torture andertcruel, inhuman or degrading treatment.
The human rights risks posed by intelligence-slgpare heightened by the current lack of
transparency, accountability and oversight of ligehce-sharing arrangements (see
A/69/397, para. 44, CCPR/C/GBR/CO/7, para. 24,@88R/C/SWE/CO/7, para. 36). With
very few exceptions, legislation has failed to platelligence-sharing on a proper statutory
footing, compliant with the principle of legalitynder international human rights [&v.

Cross-border access to data held by business emgses

22.  Recently, there have been efforts to creatd imgchanisms aimed at facilitating the
access of States to personal information storati@servers of business enterprises abroad.
Obtaining evidence in the course of a criminal Btigation is without doubt an important
and legitimate goal. However, such access can trésueakening or circumventing
procedural safeguards, such as the requiremeatthorization by an independent body and
the establishment of adequate oversight mechani€insss-border requests may also
negatively impact individuals’ access to appeald eemedial mechanisms. Particularly
concerning is the possibility that States with weale of law and/or problematic human
rights records could obtain access to sensitiv@nétion about individuals without adequate
protections against human rights abuses.

Responsibilities of States

State responsibility to respect and duty to prtect the right to privacy in
the digital age

23.  Article 2 (1) of the International Covenant@ivil and Political Rights requires States
to “respect and ensure” the rights recognized énGbvenant for all individuals within their
territory and subject to their jurisdiction, withodiscrimination. States parties must refrain
from violating the rights recognized in the Covetpand any restrictions on any of those
rights must be permissible under the relevant gioms of the CovenadtHowever, the
obligations of States extend beyond the obligatmmespect and also include “positive”
measures to protect the enjoyment of rights. Irctrgext of the right to privacy, that implies
a duty to adopt legislative and other measuresive gffect to the prohibition of and

See www.ohchr.org/EN/NewsEvents/Pages/DisplayNeps2NewsID=17138.

See Privacy Internationaecret Global Surveillance Networks: Intelligence Sharing between
Governments and the Need for Safeguards (April 2018) and www.ohchr.org/Documents/Issues/
DigitalAge/ReportPrivacyinDigitalAge/SRCT.pdf.

See submission of Privacy International.

See Human Rights Committee, general comment N4, 6.
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protection against unlawful or arbitrary interfecerand attacks, whether they emanate from
State authorities or from natural or legal perséns.

24.  The duty to protect is reflected in pillar 1tbe Guiding Principles on Business and
Human Rights, entitled the “State duty to proteethn rights”, which elaborates on the
implications of the duty of States to protect aghadverse human rights impacts involving
companies. Principle 1 of the Guiding Principleguiees that appropriate steps be taken to
prevent, investigate, punish and redress humartsrighuses through effective policies,
legislation, regulations and adjudication. The sgjoent principles outline the different legal
and policy areas in which States should adopt aafsmix of measures” — national and
international, mandatory and voluntary — to fodtersiness respect for human rigks.
Examples of the application of the approach stiggdlan the Guiding Principles in relation
to the ICT sector include sectoral guidance dewsdogt the European Union level, which
focuses on how ICT enterprises should deal withdetsimental impact of their activities.

25.  The duty of States to protect against abus#seofight to privacy by companies and
other third parties incorporated or domiciled withtheir jurisdiction has extraterritorial
effects. For example, States should have in plagmré control regimes applicable to
surveillance technology, which provide for assegsire legal framework governing the use
of the technology in the destination country, thenhan rights record of the proposed end
user and the safeguards and oversight proceduptada for the use of surveillance powers.
Human rights guarantees need to be included inrékpensing agreements. Furthermore,
States have a duty to protect persons within thiisdictions from extraterritorial
interference with their rights to privacy, suchnasans of interception of communications or
hacking.

B. State responsibility to put in place adequateadeguards and effective
oversight

26. Enjoyment of the right to privacy depends l&rgen a legal, regulatory and
institutional framework that provides for adequsé¢eguards, including effective oversight
mechanisms. In an era where a vast amount of parstata is accessible to States and
business enterprises, and individuals have limitegight into and control over how
information about them and their lives is beingdjseis critical to focus on measures that
mitigate the impact on human rights from such poavet information asymmetries.

1. Overarching framework protecting against unduenterference

27.  One cornerstone of a State privacy protectiaméwork should be laws setting the
standards for the processing of personal informalip both States and private act®rs.
While States have discretion in defining the sma® of measures governing the corporate
use of personal information, article 17 (2) of tiernational Covenant on Civil and Political
Rights lays down the need to protect individualsit®ans of law. The increased interlinking
of public and private data processing and the trackrd to date implying mass, recurrent
misuse of personal information by some busineserpnses confirm that legislative
measures are necessary for achieving an adequateferivacy protectiofd?

28. There is a growing global consensus on mininstemdards that should govern the
processing of personal data by States, businesspeises and other private actors.
International instruments and guidelines reflectihigs development include the 1990
Guidelines for the Regulation of Computerized Peas®ata Files; the Council of Europe

31 See Human Rights Committee, general comments Nqatés. 1 and 9, and No. 31, para. 8.

32 See Principle 2, commentary.

33 See Human Rights Committee, general comment Nqdk8, 9, A/IHRC/13/37, para. 61, and
A/HRC/17/27, para. 56. For a global overview of daigacy legislation, see Graham Greenleaf,
University of New South Wales, submission for thesent report. In the present report “processing”
is understood as encompassing any operation pextban personal data, including collection,
retention, use, modification, erasure, disclostresisfer and combination.

34 See Human Rights Council resolutions 34/7, parf), ar{d 38/7, para. 17.
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1981 Convention for the Protection of Individualgharegard to Automatic Processing of
Personal Data and its modernized version, whichagiobal high level of protectiGhthe
1980 Organization for Economic Cooperation and Dmpraent Privacy Guidelines, updated
in 2013; the 2014 African Union Convention on CyBecurity and Personal Data Protection
(Malabo Convention); the Madrid resolution of theternational Conference of Data
Protection and Privacy Commissioners; and the 28di&-Pacific Economic Coordination
Privacy Framework, among others. Those standamsicplarly the Convention for the
Protection of Individuals with regard to Automafrocessing of Personal Data, have
informed the data privacy frameworks of many States can direct the design of adequate
policy instruments®

29. The instruments and guidelines mentioned alsomain a range of key principles,
rights and obligations that ensure a minimum lesfeprotection of personal data. First,
processing of personal data should be fair, lawhd transparent. The individuals whose
personal data are being processed should be indbraut the data processing, its
circumstances, character and scope, including ¢ffratansparent data privacy policies. In
order to prevent the arbitrary use of personalrimftion, the processing of personal data
should be based on the free, specific, informedwuarabiguous consent of the individuals
concerned, or another legitimate basis laid dowaw?’ Personal data processing should be
necessary and proportionate to a legitimate purfhegeshould be specified by the processing
entity. Consequently, the amount and type of datktle retention period need to be limited,
data must be accurate and anonymization and psgunilzation techniques used whenever
possible. Changes of purpose without the consethiegferson concerned should be avoided
and when undertaken, should be limited to purposegpatible with the initially specified
purpose. Considering the vulnerability of persomta to unauthorized disclosure,
modification or deletion, it is essential that adatg security measures be taken. Moreover,
entities processing personal data should be acablentfor their compliance with the
applicable data processing legal and policy framkwinally, sensitive data should enjoy
a particularly high level of protecticf.

30. In all the instruments and guidelines mentioabdve, it is recognized that certain
rights need to be afforded to the persons whoseiddieing processed. At a minimum, the
persons affected have a right to know that persgata has been retained and processed, to
have access to the data stored, to rectify dataghaaccurate or outdated and to delete or
rectify data unlawfully or unnecessarily stored.wee instruments have added important
additional rights, in particular, a right to objéctpersonal data processing, at least for cases
where the processing entity does not demonstrgfi@inate, overriding grounds for the
processing? States should pay particular attention to progdstrong protection against
interference with the right to privacy by meanguaifiling and automated decision-making.
The rights described above should also apply wrintion derived, inferred and predicted
by automated means, to the extent that the infeomajualifies as personal data. It is
important that the legal framework ensures thasehraghts do not unduly limit the right to
freedom of expression, including processing of @eat data for journalistic, artistic and
academic purposes.

31. Data privacy frameworks should also establisitain obligations of the entities
processing personal data. Those requirements erassngpganizational aspects, such as the

35

36

37

38

39

In addition to the 47 member States of the Cowfddurope, the Convention has been ratified by
Mauritius, Senegal, Tunisia and Uruguay, and séwth@r States are in the process of accession.
For detailed guidance, see https://privacyintéonal.org/advocacy-briefing/2165/guide-policy-
engagement-data-protection and Access Now, “Creatiti@ta protection framework: a do’s and
don’ts guide for lawmakers. Lessons from the EUegalndata protection regulation” (2018).

See article 5 (2) of the modernized ConventiortHerProtection of Individuals with regard to
Automatic Processing of Personal Data; articleI)3f the Malabo Convention; and principle 12 of
the Madrid resolution.

See article 6 of the modernized Convention folRhatection of Individuals with regard to Automatic
Processing of Personal Data.

Ibid., art. 9 (1) (d). See also article 21 of tlemgral data protection regulation and article 3&({1

the Malabo Convention.
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establishment of an internal supervisory mechantzut,also include mandatory actions,
such as data breach notifications and privacy itngsgessments. In an increasingly complex
technological environment, such assessments assumerole in preventing and mitigating
privacy harms? Moreover, requirements related to the design odipets and services, such
as privacy by desighand privacy by defaufg are essential tools for safeguarding the right
to privacy.

32. In a globalized world, transfers of data, idohg large amounts of personal data are
commonplace and necessary for the operation of rs@mces. States must ensure that such
transfers do not amount to or facilitate unduerfetence with the right to privacy. At the
same time, strict data localization requiremerds dblige all data processing entities to store
all personal data within the country at issue stidndl avoided (see A/HRC/32/38, para. 61).
Instead, States should focus on ways to ensur@énabnal data transferred to another State
is protected at least at the level required byriiggonal human rights law.

33.  States should establish independent oversigdiieb for the processing of personal
data. Such bodies are essential for safeguardadpiiman rights of the individual against
excessive practices of personal data processirsgipArvisory authority requires a statutory
footing in order to establish clearly its mandatewers and independence. Such oversight
bodies should be provided with the technical, feiahand human resources necessary for
effective monitoring of the data-processing adtgtof States and business enterprises, and
for enforcing legal requirements in that regard rétwer, such bodies need to have sufficient
legal authority to carry out their functions, inding imposing sanctions proportionate to the
violations or abuses committéd.

2. Procedural safeguards and oversight for survddnce and communications
interception

Safeguards

34.  While all types of State surveillance-relatetivities must be conducted on the basis
of a law (see A/HRC/27/37, para. 28), the Specegbdrteur on the right to privacy has
called attention to the widespread absence of Rgiblation. It is noteworthy that in many

jurisdictions, intelligence and law enforcementrages are excluded from the provisions of
data privacy legislation. Such exceptions shouldlitmited, based on the principles of

necessity and proportionality, in order to ensuneadequate level of data privacy in all

branches of government. Surveillance-specific lagim should be guided by the following

minimum standards.

35.  The law must be publicly accessible. Secraisrahd secret interpretations of law do
not have the necessary qualities of “law” (ibidarg 29). Laws need to be sufficiently
precise. Discretion granted to the executive oudg¢ and how such discretion may be
exercised must be circumscribed with reasonabléycksee A/69/397, para. 3%)To that
end, the nature of the offence and the categorpevfons that may be subjected to
surveillance must be described. Vague and overbjustifications, such as unspecific
references to “national security” do not qualifysakequately clear laws. Surveillance must
be based on reasonable suspicion and any decigtborzing such surveillance must be
sufficiently targeted® The law must strictly assign the competences talgot surveillance
and access the product of surveillance to specifigtorities.

36. Interms of its scope, the legal frameworksfarveillance should cover State requests
to business enterprises. It should also cover adeegformation held extraterritorially or

40 For an in-depth analysis of approaches to privamaict assessments, see David Wright and Paul de
Hert, eds.Privacy Impact Assessment (New York, Springer, 2012).

41 Meaning that privacy protection must be integrdtech the outset when designing a system.

42 Requiring that a system applies privacy-respecattings by default.

43 See, for example, https://ico.org.uk/action-weadeeh/investigation-into-data-analytics-for-politica
purposes/.

44 See alsdRoman Zakharov v. Russia, para. 230.

45 Ibid., paras. 248 and 260.
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information-sharing with other States. A structteensure accountability and transparency
within governmental organizations carrying out gilfance needs to be clearly established
in the law.

37.  Powers of secret surveillance can only befjedtas far as they are strictly necessary
for achieving a legitimate aim and meet the prdpodlity requirement (see A/HRC/23/40,
para. 83 (b)}¢ Secret surveillance measures must be limited @éggmting or investigating
the most serious crimes or threats. The duratiadh@furveillance should be limited to the
strict minimum necessary for achieving the spedifieal. There must be rigorous rules for
using and storing the data obtained and the cirtames in which the data collected and
stored must be erased need to be clearly definededb on strict necessity and
proportionality?” Intelligence-sharing must be subject to the sarimeiples of legality, strict
necessity and proportionality.

38. Where Governments consider targeted hackingsunes, they should take an
extremely cautious approach, resorting to such areanly in exceptional circumstances
for the investigation or prevention of the mosti®mes crimes or threats and with the
involvement of the judiciary (see CCPR/C/ITA/COp@yra. 37)8 Hacking operations should
be narrowly designed, limiting access to informatim specific targets and types of
information. States should refrain from compellipgvate entities to assist in hacking
operations, thereby impacting the security of tloein products and services. Compelled
decryption may only be permissible on a targetadedy-case basis and subject to judicial
warrant and the protection of due process riglgs &8HRC/29/32, para. 60).

Independent authorization and oversight®

39. Surveillance measures, including communicatiatega requests to business
enterprises and intelligence-sharing, should béwcairted, reviewed and supervised by
independent bodies at all stages, including whew #re first ordered, while they are being
carried out and after they have been terminated (G8PR/C/FRA/CO/5, para. %)The
independent body authorizing particular surveillanmeasures, preferably a judicial
authority, needs to make sure that there is cleidieace of a sufficient threat and that the
surveillance proposed is targeted, strictly neagsaad proportionate and authorize (or
reject) ex ante the surveillance measures.

40.  Oversight frameworks may integrate a combimatibadministrative, judicial and/or
parliamentary oversighit.Oversight bodies should be independent of thecaititss carrying
out the surveillance and equipped with appropraait adequate expertise, competencies and
resources. Authorization and oversight should bstititionally separated. Independent
oversight bodies should proactively investigate amghitor the activities of those who
conduct surveillance and have access to the predficturveillance, and carry out periodic
reviews of surveillance capabilities and technalabdevelopments. The agencies carrying
out surveillance should be required to providetladl information necessary for effective
oversight upon request and regularly report to dliersight bodies, and they should be
required to keep records of all surveillance messtakery? Oversight processes must also
be transparent and subject to appropriate publigtisg and the decisions of the oversight
bodies must be subject to appeal or independer¢we\Exposing oversight bodies to
divergent points of view, for example through expemnd multi-stakeholder consultations
(see for example A/HRC/34/60, para. 36), is paldidy important in the absence of an

46
47
48

49

50

51
52

See als&zabo and Vissy v. Hungary, para. 73.

SeeRoman Zakharov v. Russia, para. 231.

See also Access Now, “A human rights response wergment hacking” (September 2016) and
Privacy International, “Government hacking and sillance: 10 necessary safeguards”.

See A/HRC/34/60 and European Agency for Fundamenggit&Surveillance by Intelligence
Services. Fundamental Rights Safeguards and Remediesin the EU. Volume I1: Field Perspectives and
Legal Update, (Luxembourg, Publications Office of the Européhmon, 2017).

See alsdoman Zakharov v. Russia, para. 233.

See General Assembly resolution 71/199, para).5 (d

See European Court of Human Riglitsnnedy v. United Kingdom, application No. 26839/05,
judgment of 18 May 2010, para. 165, dwaan Zakharov v. Russia, para. 272.
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adversarial process: it is essential that “pointsfriction” — continual challenges to
approaches and understandings — be buth in.

Principle of transparency

41.  State authorities and oversight bodies shdstlengage in public information about

the existing laws, policies and practices in sulaete and communications interception and
other forms of processing of personal data, opdratgeand scrutiny being essential to
understanding the advantages and limitations ofesllance techniques (see A/HRC/13/37,
para. 55). Those who have been the subject of #lanee should be notified and have

explained to them ex post facto the interferendé thieir right to privacy. They also should

be entitled to alter and/or delete irrelevant peasinformation, provided that information is

not needed any longer to carry out any currentemidpng investigation (see A/HRC/34/60,

para. 38).

Responsibilities of business enterprises

42.  Pillar Il of the Guiding Principles on Busineaad Human Rights provides an
authoritative blueprint for all enterprises, redass of their size, sector, operational context,
ownership and structure, for preventing and adédrgsall adverse human rights impacts,
including the right to privac%: It outlines the responsibility of business entisgs to respect
all internationally recognized human rights, meartimat they should avoid infringing on the
human rights of others and address adverse hunghts rimpacts with which they are
involved.>® The responsibility to respect applies throughoutompany’s activities and
business relationships. It is of particular releeam the digital space that the responsibility
to respect applies, regardless of where the pedfdeted are located. The responsibility to
respect exists independently of whether the Statetsrits own human rights obligations.

43.  Meeting the responsibility to respect humahtsgequires that business enterprises
(a) avoid causing adverse impacts through their aativities; (b) avoid contributing to
adverse impacts through their own activities, eithieectly or through some outside entity
(Government, business or others); and (c) seekeeept or mitigate adverse human rights
impacts directly linked to their operations, producr services by their business
relationships, even if they have not contributethtmse impact® For example, a company
that provides data about users to a Governmenthbatuses the data to trace and prosecute
political dissidents will have contributed to sualiman rights abuses, including of the right
to privacy. Companies that manufacture and sefintelogies used for unlawful or arbitrary
intrusions will also be contributing to adverse lammights impacts.

44.  If there are conflicting demands between resfoednternational human rights law
and obligations under national law, companies ghstrive to respect international human
rights law to the greatest extent possible andhatié as much as possible any adverse impact,
for example by interpreting government demandsaaowly as possible’.

45.  The responsibility to respect human rights iegubusiness enterprises to have in
place policies and processes appropriate to ttegrasd circumstances, including:

(@) Making a publicly available policy commitmeat the most senior level and
embedding responsibility to respect human right®ughout operational policies and
procedures?

54

See Human Rights, Big Data and Technology Projeat&h Rights Centre, University of Essex,
submission for the present report.

The Guiding Principles were unanimously endorsethb Human Rights Council in its resolution
17/4.

Guiding Principle 11.

Guiding Principle 13. See also OHCHR, “The corporagponsibility to respect human rights: an
interpretive guide” (2012).

Guiding Principle 23.

Guiding Principle 16.
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(b)  Carrying out human rights due diligence prgesswhich entails:

0] Conducting human rights impact assessmentdeotify and assess any actual
or potentially adverse human rights impacts;

(i)  Integrating those assessments and taking gpjate action to prevent and
mitigate adverse human rights impacts that hava lmtified;

(i) Tracking the effectiveness of their efforts;
(iv)  Reporting formally on how they have addresser human rights impactg;

(c)  Providing remediation or cooperating in rena¢idn of abuse where the company
identifies adverse impacts that it has caused wioh it has contribute®f.

46.  According to the Guiding Principles, all comigarhave a responsibility to undertake
human rights due diligence to identify and addrasg human rights impacts of their
activities. Taking a concrete example, companidingesurveillance technology should
carry out, as part of their due diligence, a thgitohuman rights impact assessment prior to
any potential transaction. Risk mitigation shouhdlide clear end-use assurances being
stipulated in contractual agreements with strongnédau rights safeguards that prevent
arbitrary or unlawful use of the technology andigdic reviews of the use of technology by
States?* Companies collecting and retaining user data rteedssess the privacy risks
connected to potential State requests for such, dathuding the legal and institutional
environment of the States concerned. They mustigeofor adequate processes and
safeguards to prevent and mitigate potential pyivaard other human rights harms. Human
rights impact assessments also need to be condactgahrt of the adoption of the terms of
service and design and engineering choices tha imaplications for security and privacy,
and decisions taken to provide or terminate sesvige a particular context (see
A/HRC/32/38, para. 11).

47.  As part of the human rights due diligence psec¢he Guiding Principles stipulate
that business enterprises should account for hewaldress their human rights impacts and
be prepared to communicate that externally, pdaitpuwhen concerns are raised by or on
behalf of affected stakeholdéfdn the digital environment, that entails disclasiwhich
personal data are collected, how long they aredtfar, for what purpose, how they are used
and with whom and under what circumstances theyshsred. That includes requests
received by States for access to user data. larines where national laws and regulations
hinder such reporting, companies should use tgratest extent possible any leverage they
may have and are encouraged to advocate for trsgbjlitg to release such information.

48.  As part of the operationalization of their pglicommitments under the Guiding
Principles, the ICT sector has developed guidantehaw to implement human rights
policies. Such initiatives include the Principleskreedom of Expression and Privacy of the
Global Network Initiative (the GNI Principle¥)and the Telecommunications Industry
Dialogue Guiding Principle&: For example, the GNI principles specifically stakat
participating companies “will employ protectionsthviespect to personal information” and
“will respect and work to protect the privacy rightf users when confronted with
government demands, laws or regulations that comigeprivacy in a manner inconsistent
with internationally recognized laws and standards”

49. The Ranking Digital Rights Corporate Accourligbindex evaluates a number of
Internet, mobile and telecommunications companipscifically on their disclosed

Guiding Principles 17— 21.

Guiding Principle 22 and section VI of the presemort.

See Privacy International, submission to the $pp&apporteur on the promotion and protection of
the right to freedom of opinion and expression @aay 2016), available at
www.ohchr.org/Documents/Issues/Expression/Private®# rivacylnternational.pdf.

Guiding Principle 21.

Available from https://globalnetworkinitiative.dgmi-principles/. See also the Global Network
Initiative, submission for the present report.

Available from www.telecomindustrydialogue.org/ab/guiding-principles/.
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commitments and policies affecting freedom of egpi@n and privac§t That can be a useful
tool for holding companies accountable for theipa&wot on users’ rights.

VI. Remedies

50. Victims of privacy violations or abuses commdttby States and/or business
enterprises must have access to an effective rendies not only have obligations to
ensure accountability and remedy for human riglattions committed by State actors, they
must also take appropriate steps to ensure thangiof business-related human rights abuse
have access to an effective remedy (see pillasfithe Guiding Principles on Business and
Human Rights). Depending on the nature of a pddictase or situation, victims should be
able to achieve remedies through effective judiciahon-judicial State-based grievance
mechanisms (A/HRC/32/19, Corr. 1 and Add. 1 and R@B8/20 and Add. 1). Relevant
State-based non-judicial mechanisms in the ICTeodnclude independent authorities with
powers to monitor State and private sector dateapyi practices, such as privacy and data
protection bodies.

51. Under the Guiding Principles, where businegdsrprises determine that they have
caused or contributed to adverse human rights itaptey should provide for or cooperate
in the remediation of any adverse human rights otgpdhat they may have caused or
contributed to through legitimate proces$edzor any non-judicial mechanism to be
effective, it should be legitimate, accessible,dmtable, equitable, rights-compatible,
transparent, a source of continuous learning amaderational level grievance mechanisms,
based on dialogue and engagengént.

52.  Where an enterprise has not caused or corgdtiatan adverse impact, but where the
impact is directly linked to its operations, protiuar services by a business relationship, the
appropriate action is elaborated in Guiding Prileci®. It may include using any leverage
the enterprise may have over its business parineliemt to seek to influence it to provide
for remediatiorf®

53. The Guiding Principles also highlight the rdleat operational-level grievance
mechanisms can have in addressing grievances Igir8ctch mechanisms can potentially
take a range of forms, which will depend on thestgphcompany concerned, the needs of its
stakeholders and the company’s human rights ritiaga. To identify how those mechanisms
may be designed and work in the ICT sector in pracfurther discussion within the sector
and with stakeholders is necessary.

54. In practice, there are significant gaps andambss when it comes to providing access
to remedial avenues for privacy infringements. Thansnational nature and effects of
surveillance, communications interceptions andrtamy forms of processing of personal
data pose legal and practical challenges (see A/BHRED, para. 34). In addition, victims’
lack of knowledge or proof of undue interferenca fsequent obstacle to access to remedies
(see A/HRC/27/37, para. 40). For example, Stataastg to access data held by companies
are often accompanied by “gag orders” prohibitiogipanies from notifying the individuals
concerned. States also often fail to notify thofected by other surveillance measures, in
particular in mass surveillance cases. Recognittiag advance or concurrent notification
might jeopardize the effectiveness of legitimatevsillance measures, individuals should
nevertheless be notified once surveillance has bempleted (see A/IHRC/23/40, para. 82).
If that is not possible, the law should generougtant standing to those who may
theoretically have been affected by those meageeesA/HRC/13/37, para. 38). Similarly,
business enterprises should notify their custoroece they become aware of personal data
breaches that may have affected their rights.

65 See https://rankingdigitalrights.org/index2018/.

66 Guiding Principle 22.

67 Guiding Principle 31.

68 Guiding Principle 19 and its commentary. See albiC@R, “The corporate responsibility to respect
human rights: an interpretive guide”, pp. 48-52.
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VII.

55.  Victims also face new and growing challengethécontext of algorithmic decision-
making, where individuals may not be able to actiessnput data or challenge the findings
reached by the algorithm itself or how such findingere used in the decision reacked.
States and business enterprises, in collaboratitdm ather stakeholders, should consider
possible mechanisms for addressing this issue, asitihe creation of well-resourced expert
auditing bodies.

56. The nature of the harm caused by privacy igéments is the source of further
challenges. The effect of privacy breaches is diffito undo and may result in ongoing
consequences and further human rights implicatidiiee ease of retaining, sharing,
repurposing and fusing data and profiles influertbespermanence of digital data, meaning
an individual may face new and ongoing risks tarthights into the futuré&®

57.  Privacy harms significantly affect a persoifs, leven when there is no quantifiable
economic or other impact; the nature of the harpukhnot prevent victims from seeking
redress. For instance, consumer protection orgiémiiacould be empowered to seek redress
on behalf of victims of corporate privacy abuses.

Conclusions and recommendations

58. The international human right framework provides a strong basis for shaping
the responses to the manifold challenges arising the digital age. There is an urgent
need for States to fully implement their obligatiors to respect the right to privacy, as
well as their duty to protect the right to privacy, including vis-a-vis corporate abuses.
To accomplish that objective, States need to estéh an appropriate legal and policy
framework, including adequate privacy protection leislation and regulation that

incorporate the principles of legality, proportionality and necessity, and establish
safeguards, oversight and remedies.

59. Many issues that could not be addressed in the prexst report require further in-

depth study, including the interrelationships of tte right to privacy with other human
rights, including economic, social and cultural ridnts; disproportionate or
discriminatory impacts of privacy invasions on indviduals and/or groups at risk; the
effects of big data and machine learning, includingor predictive and pre-emptive
purposes, on the enjoyment of the right to privacyand other human rights; and the
regulation of surveillance technology markets.

60. The nature and forms of remedies that respond efféizely to situations where
the right to privacy has been violated is another @a in which further attention is
warranted. As a first step, the types of remedial etion that would be appropriate in
different situations should be identified in a sysgmatic way. That could be used in the
development of further guidance. In undertaking tha analysis, due regard should be
paid to the guidance and recommendations developélrough the accountability and
remedy project of the Office of the United NationsHigh Commissioner for Human
Rights (OHCHR). More generally, efforts should be made to develop sector-specific
guidance tools on business responsibilities to resgt the right to privacy.

61. The High Commissioner recommends that States:

(@) Recognize the full implications of new technologiesn particular data-driven
technologies for the right to privacy but also forall other human rights;

(b)  Adopt strong, robust and comprehensive privacy legiation, including on data
privacy, that complies with international human rights law in terms of safeguards,
oversight and remedies to effectively protect theight to privacy;

(c)  Ensure that data-intensive systems, including thosevolving the collection and
retention of biometric data, are only deployed wherStates can demonstrate that they
are necessary and proportionate to achieve a legitate aim;

69 See submission of the University of Essex HumamRjg3ig Data and Technology Project, para. 33.
0 |bid, para. 7.
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(d)  Establish independent authorities with powers to moitor State and private
sector data privacy practices, investigate abusesgceive complaints from individuals
and organizations, and issue fines and other efféce penalties for the unlawful
processing of personal data by private and publicddies;

(e) Ensure, through appropriate legislation and other neans that any interference
with the right to privacy, including by communications surveillance and intelligence-
sharing, complies with international human rights hw, including the principles of

legality, legitimate aim, necessity and proportionkty, regardless of the nationality or

location of the individuals affected, and clarify hat authorization of surveillance

measures requires reasonable suspicion that a pagtilar individual has committed or

is committing a criminal offence or is engaged in@s amounting to a specific threat to
national security;

)] Strengthen mechanisms for the independent authorizeon and oversight of State
surveillance and ensure that those mechanisms areoropetent and adequately
resourced to monitor and enforce the legality, neasity and proportionality of
surveillance measures;

() Review laws to ensure that they do not impose reqeiments of blanket,
indiscriminate retention of communications data ontelecommunications and other
companies;

(h) Take steps in order to enhance transparency and aguntability in the
acquisition of surveillance technologies by States;

0] Fully implement their duty to protect against abuses of the right to privacy by
business enterprises in all relevant sectors, indgling the ICT sector, by taking
appropriate steps to prevent, investigate, punish ral redress such abuse through
effective policies, legislation, regulations and addication;

0] Ensure that all victims of violations and abuses dhe right to privacy have access
to effective remedies, including in cross-border cses.

62. The High Commissioner recommends that business empgises:

(@) Make all efforts to meet their responsibility to respect the right to privacy and
all other human rights. At a minimum, business entgrises should fully operationalize
the Guiding Principles on Business and Human Rightswhich implies conducting
effective human rights due diligence across theirmerations and in relation to all human
rights, including the right to privacy, and taking appropriate action to prevent, mitigate
and address actual and potential impacts;

(b)  Seekto ensure a high level of security and confidgality of any communications
they transmit and personal data they collect, storeor otherwise process. Conduct
assessments on how best to design and update theusity of products and services on
an ongoing basis;

(c) Comply with the key privacy principles referred to in paragraphs 29-31 of the
present report and ensure the greatest possible tngparency in their internal policies
and practices that implicate the right to privacy d their users and customers;

(d)  Provide for or cooperate in remediation through le@imate processes where they
have caused or contributed to adverse impacts, inaling through effective operational-
level grievance mechanisms;

(e) Contribute to the work of the OHCHR accountability and remedy project on
developing guidance and recommendations to enhantiee effectiveness of non-State-
based grievance mechanisms in relation to abusestbE right to privacy in the digital
space.




