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Executive summary:

1. This report identifies the main challenges posed by disinformation. It analyses the impact of measures adopted by States as well as platforms to combat this phenomenon. Based on the findings of our research, the report provides a series of recommendations to the Special Rapporteur.

2. Disinformation has consequences for both individuals and society. Identified issues include population control, loss of consumer protection, as well as increasing democratic deficits and discriminatory practices.

3. States have deployed various strategies to counterbalance the negative effects of disinformation. Some have used ‘command-and-criminality’ methods to punish those spreading disinformation. Often these come with disproportionate penalties. Others have launched official programmes that include platforms monitoring or using independent organizations to debunk misleading online news and information. If abused, however, these measures can encroach basic human rights like freedom of expression, the right to liberty and security, etc.. These measures can also hamper the work of journalists and the public’s right to access information.

4. The report highlights both legal provisions and guidance at the international and regional levels addressing human rights abuses arising from far-reaching and over broad measures countering disinformation.

5. Platforms have developed policies around electoral/civic integrity, COVID-19, manipulated media, impersonation and identity fraud, and fake engagement to limit the spread of disinformation.

6. Many platforms have developed methods to improve the transparency of their measures, while others continue to shield how they regulate disinformation from public view. The most effective measures consider the harm caused by disinformation. Fair measures make room for expression that includes false or misleading information but does not cause harm. Fairness also requires that policies regulating the dissemination of disinformation affect all users equally and that platforms address any discriminatory impact of their policies.

7. The appeals processes offered by platforms range in transparency and effectiveness. Facebook’s new Oversight Board is an example of a transparent and external appeals process. Yet its effectiveness is uncertain.

8. Other measures which have been effective in protecting freedom of expression in the fight against disinformation rely on independent and external fact-checking organizations or collaboration with external experts for disinformation regulation.

9. Unfortunately, some measures to address disinformation have aggravated human rights violations.

10. Censorship is not an appropriate method for combatting disinformation. De-platforming users, internet shutdowns, and the blocking of websites are tools for controlling information.

11. To better combat the spread of disinformation and any threats to human rights, the Special Rapporteur should encourage both States and platforms to create better policies surrounding the use of political advertisements, address the connection between hate speech and disinformation, encourage access to effective remedies for individuals harmed by disinformation. Furthermore, platforms that are instrumental in shaping public discourse should submit to independent oversight and independent audit of content removal decisions.
Introduction:

The regulation of disinformation delivered via digitally mediated platforms is at a crossroads. Some have referred to the problem of fake news, disinformation, and online manipulation as a ‘crisis-infodemic’. The world over, governments have implemented strict command-and-criminalise measures to combat the problem of fake news and disinformation, while others have proposed new models of regulation that would impose a duty of care on platforms to prevent harms associated with online disinformation and manipulative practices. All come with the threat of substantial penalties for non-compliance. This is a move away from limited liability regimes that previously allowed platforms to thrive. Couple state actions with the measures taken by private actors, such as Facebook’s development of a new Oversight Board, and it is evident that there is a sea-change in the way content is regulated.

Platforms are a digital service that facilitate interactions between two or more distinct but interdependent sets of users who interact through the service via the Internet. They enable activities that are in most cases socially beneficial, and which may correspond to the exercise of fundamental rights and liberties: the freedom of expression, economic freedom, access to information, culture, and education, freedom of association, and political participation. Furthermore, they enable access to information and provide a forum for the exchange of ideas and opinions. However, prolific instances of platform manipulation by State actors, concerns about algorithmic dissemination of malicious content, and increasing evidence of hate speech have forced law and policymakers into rethinking the regulatory regime for platforms and for user-generated content. Platforms are not only of fundamental importance to free expression but are instrumental in the proper regulation of false information. They play a vital role in either the amplification or dissemination of falsehoods. Leaving the responsibility of policing content to self-regulating private parties shielded in a “safe harbour” until they gain knowledge of problematic content is no longer seen as acceptable by governments. Furthermore, the principle of subsidiarity in supranational regimes ensures that the determination of the lawfulness of online content is largely left to national regulators. Unfortunately, this has opened the door to abuse and a “chilling effect” on free expression.

Until recently, democratic governments have stayed on the side-lines, avoiding any active role in content regulation. For example, the European Commission released a Communication on Disinformation arguing that the “primary obligation of state actors in relation to freedom of expression and media freedom is to refrain from interference and censorship and to ensure a favourable environment for inclusive and pluralistic debate”. However, the principle of subsidiarity acts as the legal justification for taking proportional measures to restrict the fundamental right to free expression. The common perception has been that national authorities are in a better position to strike the right balance between conflicting interests and the protection of the fundamental rights of the individual. However, with horizontal approaches falling out of favour, national authorities have either implemented or have proposed implementing a variety of vertical measures to end the days of self-regulation and general immunity for user-generated-content.
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2 An independent body that will hear appeals on content from Facebook users and advise the platform about its online speech policies, see ‘Oversight Board | Independent Judgement. Transparency. Legitimacy.’ Oversightboard.Com, 2021, https://www.oversightboard.com/.


Despite this change in approach, there has been a shift in thinking about how to shift the burden of content moderation onto private parties within frameworks for the effective protection of fundamental and human rights in a way that will:

- restrict or mitigate illegal or harmful behaviour,
- induce platforms to proactively prevent illegal or harmful behaviour from reaching their users,
- maintain platforms that are transparent and accountable for any content moderation,
- minimize any interference with fundamental rights to operate a business, and,
- avoid any ‘collateral censorship’.

Content removal and/or moderation is a violation of fundamental and human rights; however, when the interference is “necessary in a democratic society”, Courts will not require a formulation of “reasons why a comment was considered appropriate” and open the door for automatic takedown without assessment of the legality and appropriateness of the content. As it stands, there are four models of content regulation gaining traction around the world:

- The imposition of a “duty of care”
- Command-and-Criminality
- Enhanced Oversight
- Accountability-by-design

This report not only analyses forms of disinformation, but emerging models of content regulation. It critiques the move towards proactive moderation by private actors, while assessing threats to the freedom of expression posed by governments anxious to combat the threat of disinformation or to use this threat in order to justify their authoritarian approaches to regulating content. All of which could undermine democracy. Finally, based on the preceding analysis, we outline proposals on how to tackle the problem of fake news, disinformation, and online manipulation while effectively protecting fundamental rights.
Questions

1. What Do You Believe Are The Key Challenges Raised By Disinformation?

Disinformation to control the population

While there were only a few actors involved in social media manipulation around the time of the United Kingdom’s referendum on continued membership of the European Union (Brexit) and the election of Donald Trump as the President of the United States, governments and political parties are now working with a wider range of actors including private firms, volunteer networks, and social media influencers to shape public opinion over social media. More sophisticated and innovative tools, including artificial intelligence and big data analytics, are being used to target, tailor, and refine messaging strategies. Governments and political parties are also increasingly relying on ‘cyber troops’ to manipulate online public opinion by either maliciously taking down legitimate content or accounts or to amplify false information. Working with a wide range of actors - including private firms, volunteer networks, and social media influencers to shape public opinion over social media - governments and political parties are manipulating sections of the population that are most likely to be influenced by these messages. By using these tactics, actors can discredit critics and de-legitimise legitimate media sources. Anyone who challenges the narrative becomes a target for a high-volume online vilification. Thus, by “tearing down the credibility of anyone questioning or critical of the government”, dissenting voices are being silenced. This can create a “chilling effect” on the freedom of expression, making others afraid to speak out against the government.

Disinformation to disproportionately harm consumers and consumer confidence

Radu referred to the digital outbreak of disinformation during the COVID-19 pandemic as an “infodemic”. This has posed several challenges to the effective protection of consumers, particularly from various forms of fraud and cybercrime. Online scammers have looked to take advantage of the crisis. These include offering fake COVID-19 tests, selling fake cures to the virus, or making bogus health claims. EUROPOL has classified COVID-19 fraud into spurious websites, fake apps, fake investment opportunities, and money-muling The European Commission has also said that many fraudulent websites have a COVID-19

7 Id at Page 9.
8 Id at Page 9.
9 Id at Page 9.
10 Id at Page 82.
related domain name that can be especially damaging when presented as a government or official website. The increased use of online communication tools due to social distancing has enabled a breeding ground for cybercrime. The Council of Europe has warned users about ransomware targeting mobile phones through apps that claim to supply truthful information about COVID-19, which are in fact fraudulent schemes aiming at extracting funds from consumers.

The manipulation of consumers, deceptive marketing techniques, and fraudulent activities may create profit when consumers are induced to buy unnecessary and dangerous products which are unsupported by scientific evidence. One of the most notorious cases of disinformation was the claim by former US President Donald J. Trump that bleach injections could cure COVID-19. According to the American Journal of Tropical Medicine and Hygiene, these claims have cost lives.

**Disinformation undermining democracy**

Disinformation campaigns, emanating both from internal and external actors, are liable to adversely affect democratic processes and elections, threatening the foundations of democratic governments. Initially, disinformation was widely used with the intention to disrupt and distort elections and referenda, skewing political debate in favour or against specific candidates or undermining participation in elections. Creators and propagators of fake news increasingly use social media, either manually or via the creation of automated accounts and political bots, to manipulate the information environment through an influx of fake news, with the intention to influence or polarise public opinion or promote scepticism towards electoral processes and institutions and, in the end, to undermine the integrity of democratic processes. Moreover, social media and various messaging applications are used to spread disinformation via political advertisements. In parallel, spreading fake news has been used by competitors in public debates, especially by candidates in elections, as a tool to influence electoral behaviour, i.e. to promote boycotts, to promote their candidacy, or attack the opposition. On the other hand, “fact-checking” and politically influenced or affiliated “fake
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news observatories” have been used to influence political debate by regularly flagging statements of the opposition as fake news, to spread government-led propaganda or to spread disinformation.25

**Disinformation causing societal harm**

Disinformation may also cause societal harms. It undermines access to trustworthy information and affects the credibility of both government information and mainstream journalism. Social media has demonstrated to be particularly useful in causing those societal harms. Through social media, many people can be simultaneously reached with personalised messages and micro-targeting advertisements. It has been demonstrated that social media manipulation campaigns have been carried out in 48 countries with a powerful effect to subvert elections and undermine trust in democratic institutions.26 In each country, there is often at least one political party or government agency using social media to manipulate public opinion domestically. In the Philippines, the social news network “Rappler” has documented hundreds of websites and millions of social media accounts and groups that methodically and consistently spread disinformation.27 Furthermore, disinformation has incited violence, for example in India five people were publicly lynched following the dissemination of fake rumours on WhatsApp about “outsiders abducting children”.28 Similarly, in Mexico, 100 people burned two men alive due to the circulation of false rumours on WhatsApp about a “plague of child kidnappers”.29 Moreover, computational propaganda involves not only social media account automation and online commentary teams but also includes paid advertisements and search engine optimisation on a widening array of Internet.30 Thus, social media manipulation damages society, as well as increasingly constituting a profitable business.

**Disinformation amplifying discriminatory practices**

Disinformation thrives in societies characterised by ethnic, religious, gender and socio-political diversity. False information can incite and amplify hatred. It represents a means to discriminate, to create social disorder, and political destabilisation. For example, in North Macedonia, disinformation campaigns about alleged NATO and EU support for the implementation of the “Greater Albania” idea was used to incite tensions between ethnic Albanians and Macedonians.31 Disinformation may also lead to discrimination against minorities and other vulnerable groups. For example, in the Western Balkans, false information described migrant and refugee communities as responsible for the spread of COVID-19.32

False narratives can also cause radicalisation. To promote anti-refugee sentiment and Islamophobia, fake news can incite xenophobic and racist behaviours, while legitimising the discriminatory practices of governments. Moreover, disinformation can also be used as “proof” that supports discriminatory theories used to implement exclusionary policies. The Minister of Justice for Greece referred to studies that children raised by parents of different genders developed fewer psychological problems than ones raised in a same-
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sex family. Furthermore, the spread of disinformation also disproportionately affects women, especially those involved in politics. Research has shown that there is a correlation between the spread of disinformation relating to the roles, campaigns, beliefs, and actions of women in politics, and the harassment, abuse, and vitriol directed back at them. This has significant implications for women and girls as for them, the “chilling effect” of disinformation is likely to result in a reduction in their participation.

Disinformation causing individual harms

While disinformation affects national security, democracy, consumer protection and society, it also directly affects individuals. It can result in mistrust in the democratic process and in the national media, which can lead to disengagement from civil and political life. False news, because of its nature, has the consequence of creating confusion and provoking fear, anxiety, and fatigue. It may undermine mental integrity and self-development since disinformation is damaging to the search for the truth. Finally, disinformation may cause real practical difficulties in citizens’ everyday life, as proven during the COVID-19 pandemic.

2(a). What Legislative, Administrative, Policy, Regulatory Or Other Measures Have Governments Taken To Counter Disinformation Online And Offline?

General measures taken by Governments to combat fake news

In the last few years, combating fake news and disinformation has been at the forefront of lawmakers' agendas. Often the adopted measures are conducted by new government agencies or through existing organisations. Their activities aim to issue counter-narratives or create reporting, flagging, and fact-checking portals to support citizen awareness and engagement. However, it is not only democracies that have responded to the pressing issues posed by disinformation, but also authoritarian regimes. In many cases, the task forces responsible for combating disinformation are the ones who incentivise further censorship, usually using media laws, increased surveillance capabilities, computational propaganda campaigns, and Internet blocking or filtering. Therefore, the actual aim is, not to limit false news, but to restrict freedom of expression and shape online public discourse in a manner that is favourable to the ruling party.

This section will outline measures taken to combat disinformation by supranational bodies and Governments in Europe, the Americas, the Asia-Pacific region, and Africa, before turning to the impact of these measures on human rights. Lastly, it will consider actions taken by Governments and human rights mechanisms to address the negative impact on rights.

36 Ibid.
38 Ibid, p. 6.
I. Europe

The Council of Europe (CoE) does not have any concrete legal framework to counter disinformation online and offline. However, the CoE has a rich body of internet governance and guiding principles which should apply both online and offline.39

European Union (EU) In the EU, countering disinformation is a significant policy aim, to the extent that it is considered one of three main pillars in the European Democracy Action Plan.40 The EU approach to tackling online disinformation consists of a series of measures to promote a more transparent, trustworthy, and accountable online ecosystem, to ensure resilient election processes, to foster education and media literacy, to support quality journalism, and to counter internal and external disinformation threats through strategic communication.41


The EU Action Plan on Disinformation highlights cooperation to counter disinformation, not only between Member States, but also with platforms and industry. This is the first time that a Code of Practice on Disinformation, which includes self-regulatory standards to fight disinformation and fake news, has been agreed to by industry. It has been signed by online platforms and the advertising industry on a voluntary basis and is checked regularly by the European Commission. During the COVID-19 pandemic, joint efforts in tackling disinformation have been emphasized to protect public health and consumers’ rights, to raise citizen awareness, and to ensure common values and democracy.

The East StratCom Task Force was created within the European External Action Service, with the purpose of addressing ongoing disinformation campaigns in the Baltics by the Russian Federation. The Task Force has set up an EU v Disinformation webpage, which functions as an EU-wide rapid alert system and is meant to “facilitate the sharing of insights related to disinformation campaigns and coordinate responses”. The system is based on open-source information and draws from “academia, fact-checkers, online platforms and international partners” expertise.

The European Digital Media Observatory, which is funded to create a European hub for fact-checkers, academics and other relevant stakeholders to collaborate with each other, provides support for European policy makers in actions against disinformation. Moreover, the EU is also funding a joint EU-wide network for fact-checkers. In total, €2.5 million has been budgeted for this purpose.

On 15 December 2020, the European Commission published its proposal for the Digital Services Act, which is considered to contribute to fighting disinformation. It will aim to ensure that platforms are more accountable and responsible for the systemic risks they pose concerning online disinformation. It introduces new rules on how platforms moderate content, on advertising, algorithmic processes and risk mitigation. Furthermore, it sets out a co-regulatory framework where service providers can work under codes of conduct to address negative impacts emanating from manipulative activities, including online disinformation.

In Germany, the Constitution does not guarantee a general right to freedom of expression which may be interpreted as including the right to fabricate and send false statements or deceptive expressions; instead, only the expression of opinions is constitutionally protected, while, according to the German constitutional court, “incorrect information is not an interest that merits protection”. From a regulatory perspective, according to the Law for the Media, electronic information and communication services (TeleMedia), including social media platforms, providing journalistic content are responsible of abiding by the “recognized journalistic standards”, including the duty to verify the veracity of information. However, the spreading of disinformation remains generally unsanctioned: the Press Code (Pressekodex) applies only to persons and entities that have voluntarily adhered to it, while the Press Council (Deutscher Presserat) has the power only to issue public reprimands. Moreover, according to the Telemedia Act, host providers, including social media, are not liable for false or inaccurate information published on their platforms.
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insofar as they don’t have actual knowledge of the existence of infringing content; it is only upon notification that they are obliged to remove content to escape liability.54 The unsatisfactory response of online platform operators to remove illicit content, including fake news and hate speech, triggered the intervention of the German legislator: the 2017 Germany’s Network Enforcement Act (NetzDG)55 uses a strict command-and-control approach, requiring platforms that have two million or more registered users in Germany to remove unlawful content within seven days after flagging and within twenty-four hours where the content is “manifestly unlawful”. Should they fail to do so, providers face severe fines up to €50 million, imposed by the Ministry of Justice upon a binding court decision. Taking into consideration the explanatory memorandum of the Act, fake news constitutes illicit content, among other cases specifically described in German criminal laws, when they promote hatred, abuse, defamation, propaganda, when they could lead to a breach of the peace by misleading authorities into thinking a crime has been committed, and when they constitute public incitement to crime. To comply with the Network Enforcement Act, operators of social media platforms must offer to users easy-to-use, permanent and transparent flagging mechanisms; decisions upon complaints should be communicated to the complainant and the affected individuals. Moreover, platforms receiving more than one hundred complaints per year must publish biannual reports in German about the mechanisms employed for handling of complaints, both in the Federal Gazette and on the homepage of the social media network.

In France, art. 27 of the Law on Freedom of the Press criminalizes the mala fide publication, dissemination, or reproduction of news wholly or partly falsified insofar as they are liable for disrupting public peace; the fine for infringing this provision can reach €45,000.56 France has also undertaken measures against disinformation during the pre-election period: the dissemination of fake news or other “fraudulent schemes” that have the potential of affecting electoral results are punishable by up to one year in jail and a fine of up to €15,000 under art. 97 of the French Electoral Code.57 Moreover, new legislation58 enacted in 2018 aims at countering large-scale dissemination of falsified information through online platforms, requiring platform operators to increase transparency and take measures to stop disinformation campaigns during the three months preceding national elections. Specifically, Internet platform operators are required to provide users with ‘honest, clear and transparent information’ about the identity of anyone who paid to promote information related to a debate of national interest” as well as about the use of personal data in the context of promoting election-related content; disclosure of the amounts paid for the promotion of content related to the pre-electoral public debate exceeding a certain threshold is also mandated.59 Furthermore, judges have the discretion to order ‘any proportional and necessary measure’ to stop the ‘deliberate, artificial or automatic and massive’ dissemination of false or misleading information on the

Internet that could disturb public order or affect the validity of the elections, after request from the public prosecutor, a candidate, a political group or party, or any person, which is adjudicated within 48 hours.60

Platform operators are additionally required to introduce an easily accessible system enabling users to flag disinformation related to the elections and are encouraged to introduce further measures to increase the transparency of their algorithms, promote content from companies and press agencies and audio-visual communication services, fight against accounts that massively propagate false information, inform users of the nature, origin and distribution methods of the content and promote media literacy.61 Operators are also required to provide, on a yearly basis, a report to the Superior Council on Audio-visual Services (Conseil Supérieur de l'audiovisuel) regarding the implementation of the measures.62

Finally, under the recent French law against online hate speech, Internet platforms are required to delete, with 24 hours upon notification, content deemed 'manifestly unlawful' on grounds of race, religion, sex, sexual orientation or disability; failure to comply may result in fines up to 4% of the turnover of the previous fiscal year. Further, platforms would have to implement a system allowing: (i) in the event of the removal of content, the user who initiated the publication of the removed content to contest this removal; and (ii) in the event of non-removal of signed content, the author of the report, to challenge the maintenance of the content.63

In Russia, two laws promulgated in 2019 criminalize the malicious spread of 'socially significant' fake news, defined as false information distributed as truthful that entails a threat towards people's lives, health, or property, public order or public security, transportation and social infrastructure, credit institutions, lines of communications, industry, and energy enterprises.64 Specifically, the 'Law on Amending Article 15-3 of the Information Law' entrusts to the 'Federal Service for Supervision of Communications, Information Technology and Mass Media' (Roskomnadzor) the power to request the editorial body of an online publication to remove fake news; should the latter fail to remove immediately the said material from the website, the Roskomnadzor is entitled to take measures to limit access thereto and mandate Internet Service Providers to immediately block access to websites disseminating the fake information in question; the Law on Amending the Code of Administrative Violations establishes pecuniary sanctions for spreading fake news.65 Moreover, the owners of online news aggregators, who should mandatorily be Russian natural or legal persons, are liable for the verification of the truthfulness and reliability of socially significant disseminated information.66

In Greece, under article 191 of the Criminal Code the dissemination or spreading via the Internet of false news 'causing fear' is a criminal offence, punishable with up to three years of imprisonment; negligent spreading of fake news also constitutes a criminal offence.67

Malta's Criminal Code criminalizes the malicious spreading of false news that is likely to alarm public opinion or disturb public good order or public peace or to create a commotion among the public or among

60 Ibid.
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certain classes of the public; infringements of this provision are punishable with imprisonment from one to three months.68

In Lithuania, the Law on the Provision of Information to the Public prohibits the intentional dissemination of false information by public information producers, disseminators, participants therein, journalists and related institutions, establishing rules for the liability thereof.69

**Austria** criminalizes dissemination of false news during an election or referendum.70

The Spanish government adopted last November a ministerial order to combat disinformation, that includes the creation of a permanent committee (Comité de la Verdad) in charge of monitoring online disinformation campaigns and implement policy measures.71 This new protocol has been backed up by the European Commission as part of Spain’s participation in the European Union’s Action Plan Against Disinformation.72

In Hungary, the 'Anti-Coronavirus Act' criminalizes the dissemination of 'false' or 'distorted' COVID-19 information, punishable with imprisonment up to 5 years.73

In Romania, under a Presidential Decree relating to the state of emergency due to the Coronavirus pandemic, public institutions and authorities are authorised to 'undertake the necessary measures in order to correctly and objectively inform the population' in case of dissemination of fake-news in mass-media and on-line in relation to COVID-19. Specifically, hosting and content service providers are required to immediately interrupt the transmission and remove such content from its source or block access to that content and inform the users, upon decision of the National Authority for Regulation in Communication. Furthermore, when providers do not fall within Romanian jurisdiction, they are required to immediately block access to infringing content to users located within the territory of Romania.74

The United Kingdom does not yet have comprehensive legislation countering fake news and disinformation.75 The Online Harms Bill, pending a vote in early 2021, aims at clarifying the responsibilities of online companies in relation to the safety of Internet users, establishing a new statutory 'duty of care' thereof to take reasonable steps to counter illegal and harmful content or activity, including the dissemination of fake news.76 According to the Online Harms White Paper, as made available for public consultation, companies offering content online will need to take proportionate and proactive measures to help users understand the reliability of the information they are receiving, to minimise the spread of misleading and harmful disinformation and to increase the accessibility of trustworthy and varied news
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Compliance with the duty of care is proposed to be monitored by an independent Regulator, who would have the power to bring legal action against platform operators and impose heavy fines in case of breach of this duty. Moreover, the regulator is expected to produce a 'code of best practice', including mandatory rules for companies falling in scope thereof, which may include, indicatively, the use of fact-checking services, the promotion of authoritative news sources, improving the transparency of political advertising etc.

II. The Americas

Argentina: With regards to the transparency of political ads, a recent amendment to Argentinian law on the financing of political parties has included specific measures aimed at reinforcing the transparency and accountability of online political advertising by requiring those ads to fully disclose the purchaser’s identity as well as the registration of political parties’ social media accounts. Furthermore, Argentina is considering the creation of a Comisión de Verificación de Noticias Falsas (CVNF) (Commission for the Verification of Fake News) under the framework of the Camara Nacional Electoral (CNE) that would oversee the detection, recognition and prevention of online fake news during electoral campaigns. This Commission would carry out the review of publications to verify their authenticity, excluding those focused on ideological positions. The CVNF would then report to the CNE, which would have the power to release binding orders to internet service providers.

Bolivia: In March 2020, the Bolivian government approved a decree that includes a provision saying that 'individuals who incite non-compliance with this decree or misinform or cause uncertainty to the population will be subject to criminal charges for crimes against public health'. The decree punishes violations with jail time up to 10 years.

Brazil: The Brazilian Senate passed in June 2020 the 'The Brazilian Internet Freedom, Responsibility and Transparency Act', which criminalizes with prison penalties actions such as creating or sharing content that allegedly poses a serious risk to 'social peace or to the economic order'. The Bill also requires internet service providers to collect user’s ID and cell phone numbers to open email or messaging accounts as well as tracking the chain of communications for at least four months. The Bill still needs approval from congress. Furthermore, since the last municipal elections, in October 2020, the Superior Electoral Court (Tribunal Superior Electoral in Portuguese) created the position of Digital Coordinator to Combat Disinformation. The position was given to a technician with extensive experience on internet manipulation. This measure helped to develop technical partnerships with tech companies, including some of the tech companies falling in scope thereof, which may include, indicatively, the use of fact-checking services, the promotion of authoritative news sources, improving the transparency of political advertising etc.

---
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giants, to prevent the spread of disinformation. The reactions of academia to this measure have been incredibly positive, even though it is still necessary to see what will happen in a presidential election.  

Canada: While Canada doesn’t have a law prohibiting the dissemination of false information (unless it is defamatory, in which case it is covered by libel laws), the government has launched several initiatives particularly in the field of election ads. The government passed in 2017 an omnibus bill that amended the Canada Elections Act which included ‘a provision that makes it an offence to make false statements about a candidate for the purpose of influencing the outcome of an election.’ In January 2019, the government announced a series of measures aiming at further shoring up Canada’s electoral system from foreign interference, and enhancing Canada’s readiness to defend the democratic process from cyber threats and disinformation. One of the initiatives included the creation of a Critical Election Incident Public Protocol, that would monitor disinformation attempts and notify other agencies and the public. More recently, the government announced in November 2020 the launch of Canada's Digital Act, which inter alia aims at defending freedom of expression and protecting against online threats and disinformation.

Mexico: While Mexico does not have specific legislation on the topic of disinformation, the government is countering this phenomenon with the use of official channels of communication. For example, Mexico's National Institute of Elections responds to disinformation through information on social media platforms and has signed collaborative agreements with Facebook and Google with regards to the 2018 elections. In addition, the newswire service Notimex run by the Mexican President’s staff launched the initiative 'Verificado', aiming at fact-checking news on social media and traditional media.

The United States: The First Amendment of the Constitution has so far prevented the adoption of any laws curtailing freedom of speech or free press. The jurisprudence developed by the Courts under this amendment has not been receptive to regulating speech based on its content, particularly when the speech is political. Any restriction is examined under a strict scrutiny test which almost always results in the regulation being struck down. The U.S. Supreme Court has only recognised certain forms of speech as incapable of availing themselves of the protection of the first amendment: fraud, obscenities, defamation, and incitement. However, and in view of Russia’s meddling in the 2016 elections, some initiatives have been created to tackle disinformation. In October 2017, the Congress announced a new bill called the Honest Ads Act that would require companies like Google and Facebook to keep track of political ads and fully disclose them. Furthermore, this act would also require these companies to disclose the targets of these ads as well as the information on the buyer and the rates charged. Notably, in November 2017 representatives of Facebook, Google and Twitter testified before the Senate Judiciary Committee about their role in Russian interference with the elections through online platforms.

92 https://notimex.mx/es/verificado/
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2020, the representatives of Facebook and Twitter testified about their platforms and the moderation of disinformation in the context of the 2020 elections.\(^{98}\)

### III. Asia-Pacific

**Australia**: In 2018, an Electoral Integrity Assurance Task Force was set up to address risks to the integrity of the electoral system—particularly in relation to cyber interference. The *National Security Legislation Amendment (Espionage and Foreign Interference) Act 2018* inserted new foreign interference offences into the Commonwealth *Criminal Code*.\(^{99}\) The elements of these foreign interference offences could arguably be applied to persons who 'weaponize' fake news in certain circumstances.\(^{100}\) The Australian Election Commission (AEC) commenced an advertising campaign, *Stop and consider* on social media platforms (such as Facebook, Twitter and Instagram) to encourage voters to 'carefully check the source of electoral communication they see or hear' during the 2019 federal election campaign.\(^{101}\) The AEC is reported to have sought to establish protocols for social media companies to address advertising on their platforms that contravene Australia’s electoral laws (such as those relating to authorisation). In May 2017, the Senate established the Select Committee on the Future of Public Interest Journalism. The impact that digital disruption has had on the business model of traditional media was a key focus of the inquiry. It also considered the effect that search engines and social media have on public interest journalism with the spread of fake news. The committee said it was ‘struck by the number of journalist jobs that have been lost in the last few years’ due to industry restructuring.\(^{102}\) It received evidence that such changes were, in some cases, leading to a decline in quality journalism and continuing to erode the public’s trust in media. The Senate committee’s report also made several recommendations regarding supporting public interest journalism, including adequate levels of funding for the national broadcasting sector and an audit of current laws that impact on journalism.\(^{103}\) The Senate committee specifically referred to fake news in relation to education, proposing that the Commonwealth work with states and territories to see if the national curriculum can be strengthened—not only to enhance student awareness of fake news, but to improve digital media literacy skills more generally.\(^{104}\)

**Bangladesh**: In October 2018, Bangladesh adopted a controversial law called the Digital Security Act, which is the main law the government now uses to deal with fake news on the web and social media.\(^{105}\) The act stipulates that the publishing or sending of offensive, false or fear inducing data—information and the publication of information with the intent of tarnishing the image of the nation or spread confusion with
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the intention to do so will be an offence under the act, which will be penalised with imprisonment or a fine.

Cambodia: A set of directives called 'Prakas' were introduced in May 2018 by authorities in the run up to the general election. These directives enabled the government to regulate news websites and social media in the country. In 2019 the Information Ministry announced renewed warnings to revoke the licenses of media outlets if 'found guilty of spreading disinformation that threatened 'national security'.

China: The Criminal Law of the PRC states that anyone who makes up or knowingly spreads any false information about any risk, epidemic disease, disaster or emergency and spreads such information on the information network or any other media, which seriously disrupts public order, shall be sentenced to imprisonment of not more than three years, limited incarceration or surveillance. For serious circumstances, imprisonment may be seven years at most. The Cybersecurity Law states that any individual or organization using the network shall not use the network to fabricate or disseminate false information to disrupt the economic and social order. Network operators shall be responsible for the management of information released by their users. Besides, the Public Security Administration Punishment Law sets out that anyone who intentionally disturbs public order by spreading any rumour, giving false information about the situation of any risk, epidemic disease or emergency shall be detained for not more than 10 days and may concurrently be subject to a fine.

Beyond legislative measures, China also deploys administrative measures to police disinformation. The Cyberspace Administration of China was re-organized in 2014 and was authorized by the State Council to be responsible for national Internet information content management as well as supervision, administration and law enforcement. In its Provisions on Ecological Governance of Network Information Content published in 2019, network information content producers shall not make, copy or publish any illegal information which spreads rumours to disturb economic and social order. Besides, the Cyberspace Administration of China set up the official website of 'China's Internet Joint Rumour Dispelling Platform' for fact-checking nationwide. Each province also establishes their own official platforms mainly for checking rumours and fake news within the territorial scope of provinces. During the COVID-19 pandemic, the government cooperated with large tech companies (mainly including Tencent, Alibaba, ByteDance and Baidu) to provide the public with continuously updated fact-checking platforms concerning disinformation about public health, public policy, COVID-19 etc.
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India: Governments in India have used internet shutdowns to deal with fake news on several occasions, with one hundred reported shutdowns in 2018 alone.\textsuperscript{116} In late February 2019 the Government of India released a Draft National E-Commerce Policy which notes that online platforms have a 'responsibility and liability . . . to ensure genuineness of any information posted on their websites.'\textsuperscript{117}

Indonesia: Indonesia's controversial Information and Electronic Transactions Act (UU ITE) has been accused of becoming the country's de facto 'anti-fake news' law.\textsuperscript{118} The UU ITE permits the arrest of 'hoax news' distributors, however it has been admitted that some of these distributors shared content they believed was real.\textsuperscript{119} A new website called Stophoax.id was also recently launched by the Ministry of Communication and Information Technology to bust hoaxes and provide an avenue for the public to report alleged sources of fake news.\textsuperscript{120}

Japan: Japan's Broadcasting Act establishes a system to keep broadcasting programs from distorting facts and statements that when a broadcaster edits broadcast programs, it must ensure the reporting does not distort information.\textsuperscript{121} Additionally, under the Public Offices Election Act, anyone who conducts an election campaign online must make their online contact information available for users.\textsuperscript{122} The purpose of this provision is to reduce the circulation of defamatory information and 'spoofing'. The Act on the Limitation of Liability of Internet Providers exempts internet providers from liability when they prevent distribution of information.\textsuperscript{123} If there is a reasonable ground for a provider to believe that the rights of others were infringed without due cause by distribution of the information via a provider' service, the provider may block the information, and is not liable for the conduct of the person who sent the information.\textsuperscript{124}

Pakistan: In 2020, Citizens Protection (Against Online Harm) Rules\textsuperscript{125} came into force. Rule 4(1) sets an obligation for social media companies to block and remove unlawful online content within twenty-four hours following intimation by the national authority.\textsuperscript{126} Rule 4(4) provides that social media companies should 'deploy proactive mechanisms' to prevent live streaming of content in violation of laws or instructions of the National Coordinator related to themes such as terrorism, hate speech, fake news, incitement to violence and national security.\textsuperscript{127}

Singapore: The Protection from Online Falsehoods and Manipulation Act, or 'POFMA'\textsuperscript{128} has been restricting freedom of expression by allowing the government to declare content 'false' and order its

correction. As of July 2020, POFMA had been invoked 55 times, primarily on content that was critical of the government and its policies. Orders of correction have been sent to the independent online media, opposition politicians, NGOs, and activists. Non-compliance with POFMA may lead to fines and jail time.

**Thailand:** The Digital Economy and Society (DES) Ministry opened an anti-fake-news centre to verify the truth and give feedback to citizens. It will have two committees to support it, the first made up of academics and experts and the second of representatives from various organisations, both governmental and non-governmental.

**United Arab Emirates:** The Federal Telecommunication Regulatory Authority instructs internet service providers to block any online content promoting violence, pornography, and political speech. In 2017, the Authority blocked several Qatari media websites, including Al-Jazeera Live, Peninsula Qatar, the Arabic Huffington Post, and the Muslim Brotherhood's Official website. Furthermore, Article 38 of the Federal Law No. 5 of 2012 stipulates that whoever publishes online any incorrect, inaccurate, or misleading information that damages the interests of the State or tarnishes its reputation, prestige, or stature must be punished with a term of imprisonment. Under article 39, any person who fails to remove or block access to illicit content after receiving a notice from the federal authorities faces a term of imprisonment, a fine, or both.

**Vietnam:** the cybersecurity law of 2019, placing stringent controls on tech firms including setting up offices in the country, storing data locally and complying with Hanoi's demands to delete anti-state' content on social media.

**IV. Africa**
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Cameroon: In April 2020, the National Agency for Information and Communication Technologies sent SMS messages to cell phone users in the country which warned about penalties for spreading false news. These SMS messages contained a reminder of the penalties for violating Article 78(1) of Law No.2010/012 of 21 December 2010 on Cybersecurity and Cybercrime in Cameroon.

Ethiopia: Ethiopia has a specific law to tackle disinformation, the Hate Speech and Disinformation Prevention and Suppression Proclamation No.1185/2020. Article 5 broadly criminalises the dissemination of disinformation, which Article 2 defines as, 'speech that is false, is disseminated by a person who knew or should reasonably have known the falsity of the information and is highly likely to cause a public disturbance, riot, violence or conflict'. Furthermore, Article 8(1) requires social media service providers to 'endeavour to suppress and prevent the dissemination of disinformation' on their platforms, while Article 8(2) requires them to act within twenty-four hours to remove disinformation on their platforms upon receiving notification of its existence. While aimed at curbing historical tensions in relation to hate speech and violence in Ethiopia, this law presents several issues from a human rights perspective. Its scope is broadly defined, meaning that the authorities could potentially interpret this law as giving them the power to restrict a wide range of speech. The applicable penalties under Article 7 are potentially disproportionate in their severity, and may have a chilling effect on freedom of expression.

Kenya: Under the Computer Misuse and Cybercrimes Act, section 22 prohibits individuals from intentionally publishing false, misleading or fictitious data or misinforming with intent that the data be considered or acted upon as authentic, and section 23 prohibits individuals from knowingly publishing false information in print, broadcast, data or over a computer system, which 'is calculated or results in panic, chaos, or violence among citizens of the Republic, or which is likely to discredit the reputation of a person'. These provisions are broadly construed, and it is unclear how to determine the scope of what is considered 'false'.

Nigeria: Nigeria currently has a proposal for legislation that aims to counter disinformation: the Protection from Internet Falsehoods and Manipulation and Other Related Matters Bill 2019. Additionally, Nigeria has two laws that include restrictions on disinformation, the Cybercrimes (Prohibition, Prevention, etc) Act 2015, and the Criminal Code, 1990. The proposed law and the current legislation raise significant concerns in relation to the freedom of expression. They are broadly defined in their scope, which means that the authorities could use them to restrict a wide range of speech. For
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example, section 24(b) of the Cybercrimes (Prohibition, Prevention, etc) Act 2015, creates a criminal offence of knowingly or intentionally publishing a message online when the individual knows the message 'to be false, for the purpose of causing annoyance, inconvenience, danger, obstruction, insult, injury, criminal intimidation, enmity, hatred, ill will or needless anxiety to another or causes such a message to be sent'. It is unclear how to determine whether a message is 'false', or what is included under the scope of 'causing annoyance, inconvenience, danger, obstruction, insult, injury, criminal intimidation, enmity, hatred, ill will or needless anxiety to another'. In 2020, the ECOWAS (Economic Community of West African States) Court decided that elements of the Cybercrimes Act violated the right to freedom of expression under regional and international human rights law and ordered the Nigerian government to either appeal or amend it. However, the government has not acted on this so far. Furthermore, these laws pursue aims which are not considered legitimate under international human rights standards—for example, restricting speech which might be prejudicial to 'public tranquility or public finances'. These laws also carry penalties which risk being disproportionate and resulting in a chilling effect on the freedom of expression in Nigeria.

**Senegal:** Article 255 of the Penal Code criminalises the publication, dissemination, disclosure or reproduction of false news ('nouvelles fausses') when it causes or is likely to cause disobedience of the country's laws, damage to the morale of the population or discredits public institutions. However, it is not clear how to determine whether news is 'false', and what threshold is required for damaging public morale or discrediting public institutions. In fact, restrictions in pursuance of avoiding damage to public morale or bringing public institutions into disrepute are outside the scope of what is considered 'public order' and therefore constitute illegitimate objectives.

**South Africa:** South Africa does not currently have specific legislation to counter disinformation. However, there are laws and proposed laws that include restrictions on certain forms of disinformation: the Regulations issued in terms of Section 27(2) of the Disaster Management Act, 2002, and the Cybercrimes and Cybersecurity Bill, 2017. Both raise substantial concerns from a human rights perspective. Firstly, their scope is ill-defined, meaning that the Government could penalise a broad range of expression, and they may pursue aims which would not be considered 'legitimate' according to international human rights standards—for example, restricting speech which might cause psychological or economic harm (Cybercrimes and Cybersecurity Bill, 2017). For example, section 11(5) of the Regulations issued in terms of Section 27(2) of the Disaster Management Act criminalises the publication of any statement made 'with the intention to deceive any other person' about COVID-19, the infection status of any person, or any measure taken by the government to address the pandemic. Notably, this could potentially be used by the authorities to restrict speech which is critical of government measures. In terms of the Cybercrimes and Cybersecurity Bill, 2017, section 17(2)(d) criminalises the distribution of any data message that is harmful, including messages that are 'inherently false in nature' and 'aimed at causing mental, psychological,
physical or economic harm to a specific person or group of persons’. Additional guidance is needed on what the scope of psychological harm, and what type of economic harms, whether individual, company, or state level, are within scope.

**Zimbabwe:** Zimbabwe currently has no specific legislation on disinformation. However, there are several laws that include potential restrictions on disinformation: the Cybercrime and Cybersecurity Bill, 2017, the Criminal Law (Codification and Reform) Act, and Statutory Instrument (SI) 83 of 2020, the Public Health (COVID-19 Prevention, Containment and Treatment) (National Lockdown) Order, 2020. All three instruments raise significant concerns from a human rights perspective. They are broadly defined in scope, which means that authorities could invoke them to restrict a wide range of expression.

For example, the Cybercrime and Cyber Security Bill, 2017 includes a provision that criminalises the transmission of a ‘false data message intending to cause harm’. Under section 17, ‘any person who unlawfully and intentionally by means of a computer or information system makes available, broadcasts or distributes data to any other person concerning an identified or identifiable person knowing it to be false with intent to cause psychological or economic harm shall be guilty of an offence’. It is not clear how it would be determined that a message was ‘false’ or what ‘psychological or economic harm’ entails. Furthermore, these laws pursue aims which are not considered legitimate according to international human rights standards—for example, restricting speech which might adversely affect the economic interests of the country (Criminal Law (Codification and Reform) Act).

2(b). What has been the impact of such measures on i) disinformation; ii) freedom of opinion and expression; and iii) other human rights?

Several of the initiatives to counter disinformation have been criticized for curtailing freedom of expression; freedom of media/press; liberty and security by civil society and national and international organizations as well as NGOs. For example, the UN High Commissioner for Human Rights, Michelle Bachelet, expressed concern in April 2020 over the restrictive measures imposed by several States against the independent media, as well as the arrest and intimidation of journalists in the context of the covid-19 pandemic.

I. Europe

In Europe, the Council of Europe’s Commissioner for Human Rights alerted that legislation countering disinformation adopted in several member states was curtailing the work of journalists and restricting the public’s access to information. The Commissioner expressed concern over several of the decrees and laws passed in Hungary, Russia, Azerbaijan, Romania, Bosnia and Herzegovina and Armenia as well as reprisal actions against journalists. Legislation in Hungary has received the harshest criticism given the increased
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risk of criminal prosecution of journalists and the chilling effect on media and freedom of expression.\textsuperscript{171} In Serbia, a governmental decree enforcing the centralization of COVID-19 information and imposing sanctions for local institutions if they released information without authorization from the capital was struck down following intense public criticism.\textsuperscript{172} A website on COVID-19 fake news launched by the French government (Desinfox) was also struck down after an emergency appeal to the Conseil d’État by the State’s journalists’ union alleging that the page was a ‘clear interference by public authorities in the freedom of press.’\textsuperscript{173}

II. The Americas

In the Americas, the most worrying development has been with regards to the ‘Brazilian Internet Freedom, Responsibility and Transparency Act’. Several organizations such as Human Rights Watch,\textsuperscript{174} Article 19\textsuperscript{175} and the Global Network Initiative\textsuperscript{176} have alerted that this bill poses a serious threat to freedom of expression and privacy in Brazil. The main concerns raised are the onerous ‘traceability’ obligations which impose significant data retention requirements on private messaging services and the provisions requiring official documents to users. A joint declaration signed by several Brazilian NGOs, including Amnesty International, has also stated that the bill fails to comply with the goal of combatting disinformation, given that it stimulates a very concentrated digital environment by imposing burdensome obligations on internet service providers, encouraging censorship and creating a “chilling effect” on online freedom of expression.\textsuperscript{177} Bolivia’s COVID-19 decree has also sparked criticism for containing overly vague provisions criminalizing disinformation which open the possibility of abuse against journalists.\textsuperscript{178}

III. Asia-Pacific

In India the authorities have charged journalists and one doctor for their public criticism of the Government’s response to the pandemic. To a certain extent this has led to the self-censorship by various Indian news outlets which retracted its articles on COVID-19 without any explanation.\textsuperscript{179} Many former Supreme Court judges, writers, chiefs of naval staffs have endorsed a statement criticising the Government’s statements.\textsuperscript{180} Furthermore, the Government has tried to restrict the access to information by demanding

\textsuperscript{180} ibid
journalists to publish only ‘official information’ \(^{181}\). At the same time, the Supreme was requested to ‘issue a direction that no electronic/print media/web portal or social media shall print/publish or telecast anything without first ascertaining the true factual position from the separate mechanism provided by the Government’ \(^{182}\). However, the Supreme Court denied the petition, but did direct the media to ‘refer to an official version of the developments’ \(^{183}\). Such trends can lead to the curtailing of the right to liberty and security as well. For example, in Bangladesh several people, including journalists and human rights activists, have been charged or arrested under the Digital Security Act for spreading disinformation about Covid-19 or criticising the Government’s response. \(^{184}\) For instance, on 5 May 2020 human rights activist Didar Bhuyian was arrested for criticising the Government’s response to the pandemic. \(^{185}\)

In China, according to the UN Human Rights Office, Chinese Authorities have detained, and in some cases, charged medical professionals, academics, and ordinary citizens for ‘publishing their views or information related to COVID-19, or who have been critical of the government’. \(^{186}\) For example, Chinese officials punished eight whistle-blowers for ‘spreading rumours’ about the new virus and ‘disturbing the social order’ in the early days of the outbreak. \(^{187}\) They were arrested by the police and punished after sharing their views with friends through the social media platform, WeChat. This practice was soon later criticized by the Chinese Supreme People’s Court, which said the eight citizens should have not been punished because what they spread was not entire false information and would help people to carry out sanitization measures at the early stage. \(^{188}\) Similar observations have been made in Nepal, Indonesia, the Philippines, and Malaysia. \(^{189}\)

### IV. Africa

In Africa similar observations have been made where the criminalisation of disinformation has led to the curtailing of freedom and expression and liberty and security. For instance, in Ethiopia Yayesew Shimelis, a journalist, was arrested in April 2020 and charged with violating the Hate Speech and Disinformation Prevention and Suppression Proclamation for sharing a Facebook post that suggested the government had prepared 200,000 burial places in response to COVID-19. \(^{190}\) Shimelis was detained for three weeks before any charges were brought against him, violating his right to liberty. \(^{191}\) In Botswana, three individuals, including the opposition spokesperson Justice Motlhabe, were arrested and charged for the publication
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of fake news related to COVID-19.\textsuperscript{192} Two of the articles suggested that the President had declared a lengthy state of emergency so that he could deal with his political rivals and business competitors, while another article questioned why individuals infected with COVID-19 in hospital were not developing further complications or recovering.\textsuperscript{193} A police spokesperson claimed that these three men had published an ‘offensive statement against the government’ as well as ‘degrading and maligning the leadership of the country’. However, these individuals and their lawyers argue that the arrests were politically motivated, and that the government is criminalising legitimate expression.\textsuperscript{194}

Hence, it is important to stress that when actions are used to control the flow of information to counter disinformation it can be dangerous and often counterproductive. Especially, when information is related to general interests like public health, it will prevent both citizens and authorities from responding quickly to avoid further serious consequences.

\section*{2(c). What Measures Have Been Taken To Address Any Negative Impact On Human Rights?}

Several measures have been taken to address negative impact on human rights at the national; regional; and international level. These are primarily made up of soft law mechanisms and guidance.

\textbf{I. International level}

At the UN level, the Special Rapporteur had published reports on State obligation to safeguard human rights in the line of taking measures against disinformation. The SR has acknowledged that measures on disinformation can lead to curtailing human rights. For example, regarding Artificial Intelligence (AI), the SR noted that AI-driven personalization has reinforced biases and has incentivized the promotion and recommendation of inflammatory content or disinformation to sustain online engagement.\textsuperscript{195} Hence, States should ensure that the development of AI is in line with Article 17, 19 and 26 ICCPR, and devise national AI policies to explore and develop strategies for the maximum benefit for all their citizens.\textsuperscript{196} However, the SR stressed that the AI could interfere with the right to effective remedies; therefore, States must make effective remedies available to individuals. Individuals should not only be made aware that they have been subject to an algorithmic decision, but they should also be equipped with information about the reason behind the decision.\textsuperscript{197}

Regarding online hate speech and disinformation, the SR has stressed that States have an international obligation to regulate online hate speech. However, any limitation to online expression must meet the standards under Article 19(3) and Article 20 of International Covenant on Civil and Political Rights (ICCPR)
and Article 4 of International Convention on Elimination of All forms of Racial Discrimination (ICERD).\(^{198}\)
This means that any limitation must be prescribed by law; serve a legitimate aim; and is necessary and proportional to the means to achieve the aim in a democratic society.\(^{199}\) Hence, States need to tie their definition of hate speech to the standards of international human rights framework; otherwise, it may lead to risk of abuse, restriction of legitimate content and failure to address the issue at hand.\(^{200}\) Additionally, there should be adequate safeguards against arbitrariness - including the right to appeal.\(^{201}\)
The aim for restricting or limiting the right must be justified under Article 19(3) ICCPR.\(^{202}\) Lastly, any legislative effort to remove online hate speech and impose liability on platforms must meet the necessity and proportionality requirements: it is vital that limitations are applied only for those purposes for which they were prescribed and must be directly related to the specific need on which they are predicted.\(^{203}\)

In fighting the infodemic crisis during COVID-19, the SR highlighted the importance of the 2017 joint Declaration on freedom of expression and 'fake news', disinformation and propaganda. The declaration included: (i) State actors should not make, sponsor, encourage or further disseminate statements which they know or reasonably should know to be false (disinformation), or which demonstrate a reckless disregard for verifiable information (propaganda); (ii) State actors should, in accordance with their domestic and international legal obligations and their public duties, take care to ensure that they disseminate reliable and trustworthy information, including about matters of public interest, such as the economy, public health, security and the environment.\(^{204}\) The Declaration made clear that general prohibitions on the dissemination of information based on 'vague and ambiguous ideas, including 'false news' or 'non-objective information' are incompatible with human rights law and should be abolished'.\(^{205}\) Additionally, vague prohibitions of disinformation effectively empower government officials with the ability to determine the truthfulness or falsity of content in the public and political domain, in conflict with the requirements of necessity and proportionality under article 19 (3).\(^{206}\)

### II. Regional level

#### a. African soft law and guidance

At the African human rights regional level, in 2019 the Declaration of Principles on Freedom of Expression and Access to Information was adopted.\(^{207}\) Under Principle 9 States may only limit the exercise of the rights to freedom of expression and access to information, if the limitation is: prescribed by law; serve a legitimate aim; and is necessary and proportionate means to achieve the stated aim in a democratic society.\(^{208}\) Furthermore, any law limiting this right must be clear, precise, accessible, and foreseeable; overseen by an independent body in a manner that is not arbitrary or discriminatory; and effectively safeguard against...
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abuse including through the provision of a right of appeal to independent and impartial courts. Finally, to be necessary and proportionate, the limitation shall originate from a pressing and substantial need that is relevant and sufficient; have a direct and immediate connection to the expression and disclosure of information and be the least restrictive means of achieving the stated aim; be such that the benefit of protecting the stated interest outweighs the harm to the expression and disclosure of information, including with respect to the sanctions authorized. These principles should constrain African governments when they legislate to restrict disinformation. For example, Principal 22(2) provides that, 'States shall repeal laws that criminalize sedition, insult, and publication of false news', which means that laws criminalising the dissemination of disinformation are contrary to regional human rights norms. Furthermore, Principle 38(2) on non-interference provides that, 'States shall not engage in or condone any disruption of access to the internet and other digital technologies for segments of the public or an entire population', which is particularly relevant on the continent considering the rising number of internet shutdowns. Lastly, Principle 38(4) provides that States shall not require the removal of online content by internet intermediaries unless such requests are, inter alia, clear and unambiguous, imposed by an independent and impartial judicial authority, justifiable and compatible with international human rights law and standards, and implemented through a transparent process that allows a right of appeal.

Moreover, the African Declaration of Internet Rights and Freedoms is a pan-African initiative that seeks to promote human rights standards and principles of openness in internet policy formulation and implementation on the continent. It does this through 13 principles which it views as necessary for upholding human rights online. Under the Principle of Freedom of Expression, the Declaration states that, 'Content blocking, filtering, removal and other technical or legal limits on access to content constitute serious restrictions on freedom of expression and can only be justified if they strictly comply with international human rights law as reiterated in Article 3 of this Declaration'. Furthermore, the Declaration requires that, 'no-one should be held liable for content on the Internet of which they are not the author. To the extent that intermediaries operate within self-regulatory systems, and/or make judgement calls on content and privacy issues, all such decisions should be made considering the need to protect expression that is legitimate under the principles provided for under international human rights standards, including the Manila Principles on Intermediary Liability. Processes developed by intermediaries should be transparent and include provisions for appeals.' These principles provide key guidance to States on the limits of regulation, and the need to consider human rights as an integral part of any regulatory framework. Finally, the Special Rapporteur on Freedom of Expression and Access to Information in Africa released a statement in April 2020 which provided that, 'internet and social media shutdowns violate the right to freedom of expression and access to information, contrary to Article 9 of the African Charter on Human and Peoples’ Rights', in line with Principle 38(2) in the Declaration of Principles on Freedom of Expression and Access to Information 2019. The Special Rapporteur called on African States to, 'take all measures to guarantee respect and protect the right to freedom of expression and access to information through ensuring access to internet and social media services especially during the COVID-19 pandemic.'
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States should not disregard rule-of-law dictates by exploiting the pandemic to establish overreaching interventions.  

**b. Inter-American soft law and guidance**

The 2017 joint Declaration was also signed by the Organization of American States. According to the Declaration another focus of States' actions should be towards education to promote media and digital literacy, including by covering these topics as part of the regular school curriculum and by engaging with civil society and other stakeholders to raise awareness about these issues.

The OAS also calls for the adoption of clear and transparent guidelines is prerequisite for content moderation by intermediaries. These actions include providing easy access to policies and rules, notification of any take down procedure and the possibility to contest the decision.

**c. European soft law and guidance**

At the EU level, the European Commission co-funds (together with the European Parliament) 'independent projects in the field of media freedom and pluralism.' These projects, among other actions, monitor risks to media pluralism across Europe, map violations to media freedom, fund cross-border investigative journalism and support journalists under threat.

**3(a). What Policies, Procedures Or Other Measure Have Platforms Introduced To Address The Problem Of Disinformation?**

Much of the public discussion concerning false information concerns the steps private companies should take to remove such information from platforms or punish those who spread false information. Platforms have been opposing reforms that would make them responsible for disinformation on their platforms. However, as discussed in the earlier section, governments have made platforms liable for the spread of disinformation - if they do not act against it. Some platforms recognize their role in the spread of disinformation, and they have taken steps to help limit the phenomenon. Platform policies to address disinformation may be divided into three categories: **Interactive, Behavioural, and Restrictive** policies.

**Interactive** policies consist in outreach programs created by the platforms. These programs increase online literacy by actively engaging the users and by connecting them directly to experts. These policies aim to educated users in recognizing disinformation through preventative education.

**Behavioural** policies are aimed at changing user behaviour to encourage more interaction with content. This commonly includes placing a 'label'/warning'/banner' on posts having certain types of misleading, false, or harmful content. These labels may also direct users to trustworthy sources. Their aim is to educate those that meet disinformation and encourage more public discourse. That can also be said to boost user engagement.
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competences about understanding the quality of information, rather than nudge them toward popular, poor-quality news.

**Restrictive** policies consist in the 'de-amplification' of misleading, false, or harmful content. Their aim is to limit the visibility and the creation of misleading content. Such policies can include de-amplifying, deleting, or banning certain content, or deactivation of a user’s account.

This section analyses what **interactive, behavioural, and restrictive** measures companies have used across a variety of topic areas. Topic discussed are **election/civic integrity; COVID-19; manipulated media; impersonation;** and **fake engagement** policies.

### I. Election/civic integrity policies

The platforms surveyed have all created policies specific to civic processes, such as elections and political campaigns. Many of the policies focus on either directing users to more authoritative information or warning users of potentially false information, de-amplifying, or even removing content which has false or misleading information about election processes and outcomes. Rarer are interactive measures that work to engage users or educate on false news surrounding elections and political processes.

#### a. Interactive policies

Facebook has started a campaign in Africa on certain radio stations and on Facebook to boost digital literacy by providing educational tips on how to spot fake news.\(^{221}\) Although this is a part of Facebook’s efforts to support elections in Africa, the campaign is on disinformation more generally. Similarly, TikTok has created a ‘Be Informed’ educational video series regarding media literacy, which is not focused on election disinformation.\(^{222}\)

Google has created, in collaboration with U.S. based companies a literacy project to enhance online literacy among young people to help them recognize quality content as part of their policies surrounding election disinformation.\(^{223}\)

#### b. Behaviour-based policies

---


Twitter seems to use the most behavioural type policies, encouraging users towards authoritative information and public discourse, instead of leaning on content removal. Twitter's civil integrity policy indicates to users that they may not post or share content that might 'suppress participation' in a civic process (such as an election) or mislead people about when, where, or how to participate. Tweets with such content may be labelled as potentially misleading and contain a link to authoritative election information.

Twitter may also provide election labels for certain elections (such as the 2020 U.S. election). These labels appear on candidate’s account pages and on every Tweet sent and Retweeted, and include the office they are running for, their state or district number identifier, and a small ballot box icon. Additionally, as of August 2020, Twitter has labelled key government official’s account and state-affiliated media accounts for the five permanent members of the UN Security Council, but with the option of expanding in the future. According to Twitter this is to help provide users context and protect the public discourse between users and government leaders and officials.

Twitter also announced a special policy in anticipation of the U.S. 2020 election, but which applied globally, called 'Quote Tweet'. When users went to ‘Retweet’ another user’s post, they were encouraged to give their own commentary instead of simply sharing the original post. Twitter explained that they hoped this policy would encourage users to add their own 'thoughts, reaction, and perspectives' instead of simply amplifying those of other users. However, users had the option of declining and simply Retweeting. This policy ran only through the U.S. election and was not permanent.

**c. Restrictive policies**

Twitter bans content that contains misleading information about how to participate in civic processes, voting suppression or intimidation, or misleading information about election outcomes. Depending on the severity and type of the violation, Tweets may be directly deleted, or an account banned, although for less severe violations a warning or label is applied.

YouTube has a similar policy banning content that includes voter suppression, false claims related to eligibility for political candidacy, or incitement to interfere with democratic processes (such as interrupting voting procedures). When any such content is identified it is deleted (with no apparent option of labelling for less severe violations).

Facebook, which has a general policy of not removing content, has indicated
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that it might remove disinformation that would interfere with people voting (such as false information about dates and locations of voting).  

TikTok’s U.S. election integrity policy allows for content removal, blocking accounts from future livestreaming, removing accounts and all account content, and banning accounts from the device, depending on the severity of the content infraction and the number of violations.  

Other policies focus more on de-amplifying such problematic content. Twitter again seems to have the most policy in this area. If a Tweet violates the civic engagement policy and is labelled, in additional to providing a warning to users and a link to alternative information, Twitter may de-activate comments on the Tweet, reduce its visibility, or prevent the Tweet from being recommended to other users. Twitter used other de-amplification techniques during the U.S. 2020 election, when it prevented ’liked by’ and ’followed by’ recommendation appearing on user’s timeline from other users you are not following. Twitter directly acknowledged that this policy would likely reduce how often or quickly users see content from accounts they do not follow.  

Twitter also de-amplifies content by state-affiliated media accounts in additional to labelling them (only within the permanent members of the UN Security Council). Facebook’s policy is to not remove false news, choosing instead to de-amplify by showing any such content lower down on users’ newsfeeds, thus slowing down its spread. Facebook’s rationale for such policy is that it does not want to ’stifle’ public discourse, nor accidentally remove satire or parody.  

d. Political advertisements  

How these companies handle political advertisements range from outright bans to measures aimed at increasing transparency in political advertising. This is a complex area when it comes to the protection of human rights and the freedom of expression. While it is important for political actors to be able to spread their messages so that voters can make informed choices, political advertisement can simultaneously spread disinformation about candidates, political parties, individuals or organizations.  

Twitter and TikTok have banned political advertisements outright, while many of the other platforms choose to use behavioural measures instead. Reddit requires comments to be turned on for all political advertisements for at least the first twenty-four hours so that users can engage in discourse, and Reddit also lists information for all political ads in a specific ’sub reddit’ to allow for transparency. Snapchat needs a ’paid for by’ banner on all political advertisements and does not allow any content that is misleading or

---

239 Ibid  
241 Ibid  
244 Ibid  
248 Ibid
deceptive in political ads. Google similarly requires election advertisements for all States covered by Google election ad policies to include a ‘paid for by’ disclosure.

II. COVID-19

Twitter defines COVID-19 related misleading content as: False or misleading information about the nature of the virus, the efficacy and/or safety of preventative measures, treatments, or other precautions to mitigate or treat the disease, information about official regulations, information about the prevalence of the virus, or risk of infection or death. This is an example of what kind of disinformation surrounds this pandemic. Most platforms such as YouTube won’t allow content that spreads medical disinformation that contradicts local health authorities’ or the World Health Organization’s (WHO) medical information about COVID-19. However generally most policies will not regulate strong commentary, opinions and/or satire, provided these do not contain false or misleading assertions of fact, direct responses to misleading information, personal anecdotes or first-person accounts and public debate about the advancement of COVID-19 science and research, such as effectiveness of research.

Companies have been trying to limit the spread of such disinformation through a variety of policies. We’ll now analyse some of the Covid-19 specific policies of some the major social media platforms.

<table>
<thead>
<tr>
<th></th>
<th>Interactive policies</th>
<th>Behaviour policies</th>
<th>Restrictive policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Twitter</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Reddit</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Youtube</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Google</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>TikTok</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Amazon</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Snapchat</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
</tbody>
</table>

a. Interactive policies

Companies have been using interactive policies that connect their users to experts in a bid to engage them and to help them wade through the waves of disinformation regarding this pandemic. Reddit has been organizing 'Ask Me Anything' (AMA) series in which users can ask scientific and medical professionals, as well as public officials, questions about the virus, enabling users to access verified, real-time information.
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TikTok has launched two hashtags255 with the aim to involve the community with educational live programs as well as providing entertainment to encourage users to stay at home and slow the spread of the virus.256 In October the app has also announced another hashtag that a group of scientists and clinicians will use to share stories about their daily work and educate users on vaccines.257

In an attempt to limit spread of disinformation through their platform, SnapChat created the ‘friend check-up’ feature which will prompt users to look at their friend list and ensure that they only keep close connections to avoid connections with strangers that may spread disinformation.258 The platform has also created stickers and filters that connect users directly with the WHO that users can add to their photos and videos that promote correct information on how to prevent the spread of the virus.259

b. Behavioural policies

Companies have been using an array of behavioural polices to contain the spread of disinformation regarding the COVID-19 pandemic. Twitter has applied a label on Tweets containing potentially harmful and misleading information related to the pandemic.260 Depending on the propensity for harm and type of misleading information, warnings may also be applied. These warnings will inform people that the information in the Tweet is in conflict with public health experts’ guidance before they can view it.261 For content related to COVID-19 to be labelled by Twitter it must: advance a claim of fact, expressed in definitive terms; be demonstrably false or misleading, based on widely available, authoritative sources; and be likely to impact public safety or cause serious harm.262

Facebook instead sends messages to those who interacted with disinformation about COVID-19 that has been removed. Users will receive a notification that states that the platform has removed a post they’ve interacted with for violating the policy regarding COVID-19 misinformation. Once they click on the notification, they will see a thumbnail of the mentioned post, and they will be able to access information regarding where they saw it and how they engaged with it. They will also be able to see why it is false and why it was removed. Finally, users will then be able to see more facts about COVID-19 in Facebook’s Coronavirus Information Center and take other actions such as unfollowing the Page or Groups that shared the misleading content. 263 The company is also improving search results on both Facebook and Instagram. When looking up ‘vaccine’ or ‘COVID-19’ the search promotes relevant, authoritative results and provide third-party resources to connect people to expert information.264

TikTok instead will redirect searches associated with vaccine or COVID-19 disinformation to their Community guidelines and will not autocomplete anti-vaccine hashtags in the search bar.265 Furthermore, users who choose to explore hashtags related to the virus will be met with an in-app notice that provides
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direct access to WHO's website and other local health agencies. This is accompanied by a reminder to report content that violates community standards.\textsuperscript{266}

Finally, other platforms such as YouTube have simply put up a panel with links to national health agencies\textsuperscript{267}

c. Restrictive policies

As we have just mentioned companies try to limit the impact of the contact of users with disinformation through labels and banners, once these are applied the content can be de-amplified or removed.

For example, once Twitter applies the labels, that have been mention in the previous section, the tweets won't be amplified and will have a more limited reach. These labels are applied through machine learning, which may lack context, therefore the platform will not permanently suspend accounts that spread disinformation based solely on an automated enforcement system. They will however require users to remove tweets that include denial of health authority recommendations, description of alleged cures, description of harmful or ineffective treatments or measures and claims that intend to manipulate people into certain behaviour for the gain of a third party or cause panic. Furthermore, the platform will require the elimination of content that includes claims by people impersonating a government or health official, Propagating false or misleading information around the virus diagnostic criteria and procedures. The platform adopts a similar approach to vaccines.\textsuperscript{268}

Twitter’s advertisement policies allow for the advertisement of content having implicit or explicit reference to COVID-19 only if it refers to: Adjustments to business practices and/or models in response to COVID-19, Support for customers and employees related to COVID-19, restrictions may also apply\textsuperscript{269} Twitter has also prohibited the creation of fake accounts which misrepresent their affiliation or share content that falsely claims affiliation to a medical practitioner, public health official or agency, research institution, or that falsely suggests expertise to speak informatively COVID-19 related issues unless they fall under parody, newsfeed, commentary, or fan accounts.\textsuperscript{270}

In December Facebook announced that it would start removing claims about Covid-19 and its vaccines that have been debunked by public health experts. Such claims are prohibited in advertisements as well.\textsuperscript{271}

Following an investigation about the spreading of Covid-19 related disinformation Facebook removed the capabilities to target people that are interested in 'pseudoscience' which may be more vulnerable to misleading claims.\textsuperscript{272}

Regarding sales of cures, Amazon has prohibited the sale of products that claim to cure, mitigate, treat, or prevent diseases in humans or animals without FDA (Food and Drug Administration) approval (including COVID-19). Products that claim to be 'FDA-Cleared,' 'FDA-Approved' or products that include the FDA logo in associated images need to meet added requirements. Finally, selling products that are marketed with

\textsuperscript{266} Ibid
\textsuperscript{269} such as Distasteful references to COVID-19 (or variations) are prohibited, Content may not be sensational or likely to incite panic, Prices of products related to COVID-19 may not be inflated, the promotion of certain products related to COVID-19 may be prohibited. Titter. ‘Inappropriate Content.’ Twitter Business, business.twitter.com/en/help/ads-policies/ads-content-policies/inappropriate-content.html. Accessed 15 Feb. 2021.
environmental claims must ensure that they are not misleading about the qualities or characteristics of a product.273

TikTok prohibits false and misleading content, including that related to Covid-19 and vaccines this information, such content will be removed. the company does not allow paid advertising that advocates against vaccination although PSAs related to COVID-19 vaccines are accepted on a case-by-case basis as long as they are in the interest of public health and safety.274

Reddit uses its moderators to remove misleading content, obvious disinformation will be deleted by automated rules and other kinds of disinformation need to be reported by users.275

Finally, Google News does not publish medical content from any site that contradicts or runs contrary to scientific or medical consensus and evidence-based best practices.276

III. Manipulated media

Manipulated media, including the more recently developed deep fakes, are one of the techniques used to spread disinformation through the modification of media such as videos or photos in order to lead others to believe in harmful or untrue narratives. With the recent development of AI s and deep learning makes it more difficult to recognize media that has been manipulated. 277

With these new developments Tech companies have created policies that try to limit the harm done by manipulated media.

<table>
<thead>
<tr>
<th>Manipulated media</th>
<th>Interactive policies</th>
<th>Behaviour policies</th>
<th>Restrictive policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>Twitter</td>
<td>☐</td>
<td>☑</td>
<td>☑</td>
</tr>
<tr>
<td>Reddit</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>Youtube</td>
<td>☐</td>
<td>☑</td>
<td>☑</td>
</tr>
<tr>
<td>Google</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>TikTok</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>Amazon</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>Snapchat</td>
<td>☐</td>
<td>☐</td>
<td>☑</td>
</tr>
</tbody>
</table>

a. Behavioural policies


Twitter has implemented a cumulative set of criteria to determine whether to label or remove manipulated media. This is a test based on whether the subject appears to be synthetic or manipulated (in the form of additional visual and auditory information and depictions of persons are obviously simulated), whether the subject is shared in a deceptive manner, and whether the content is likely to impact public safety or cause serious harm (i.e., if the user creating the content shows dangerous patterns like stalking or obsessive attention, or if the subject is likely to provoke civil unrest). If the content is manipulated, then, Twitter may attach a warning before the option to ‘like’ or ‘retweet’ or attach a banner to the publication showing that the information had been manipulated and supply alternative sources of information.

b. Restrictive policies

Content must reach a certain level of threat to the public order to warrant its removal. Facebook has policies which trigger the removal of content if it is obvious that it has been synthesized to manipulate truth or fact. Facebook has a policy that manipulation will be removed if ‘... it has been edited or synthesized – beyond adjustments for clarity or quality – in ways that aren’t apparent to an average person and would likely mislead someone into thinking that a subject of the video said words that they did not actually say.’ Products of artificial intelligence and machine learning that superimposes content onto a video, fabricating authenticity, warrants its removal from Facebook.

If content appears to be synthesized to manipulate users, it will be subjected by Facebook to review by independent fact-checkers. If rated false or partially false, distribution in users’ News Feed will be reduced and advertisements will be rejected. Warning signs alerting falsity will be shown to people who have shared and seen the post. The Deep Fake Detection Challenge (DFDC) was launched to accelerate development of new ways to detect deep fake videos.

Twitter, likewise, removes tweets which are manifestly fabricated to manipulate truth. Both Snapchat and TikTok may also remove manipulated media which is misleading. Furthermore, YouTube policies prevent posting of manipulated media which is classified as information which has been manipulated in a misleading manner and may pose a serious risk of egregious harm.

As for Google, when it comes to manipulated media, audio and visual content (videos and imagery) that has been edited to deceive, fraud or mislead by means of fabricating actions or events that verifiably did not take place that poses a high risk of fundamental misunderstanding, must be taken down and prevented from being broadcasted. The standard at which this must be assessed is the likelihood of causing significant harm to groups or individuals, or significantly undermining participation or trust in electoral or civic processes. Additionally, Google play does not allow apps (applications) which enable users to...
distribute misleading information in the form of manipulated media clips or false text messages. Apps which generate manipulated content without transparency safeguards or promoting misleading claims will be removed.

IV. Impersonation and Identity fraud

Coupled with identity fraud, impersonation on the internet causes multiples types of harm. This includes harm to individual users, who may see their own image or page impersonated, societal harms when users lose trust in one another or their news sources, as well as potential security harms, such as might happen if out-of-State profiles impersonate and spread information within another State. Prompted by the anonymity that users enjoy in the online world, the most common mode of online impersonation is either by stealing one’s information to gain access to his online profile or by creating a completely fake profile. To limit the harm brought by such practices the various companies have created policies and taken measure that are mostly restrictive.

<table>
<thead>
<tr>
<th>Impersonation Identity fraud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive policies</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Facebook</td>
</tr>
<tr>
<td>Twitter</td>
</tr>
<tr>
<td>Reddit</td>
</tr>
<tr>
<td>Youtube</td>
</tr>
<tr>
<td>Google</td>
</tr>
<tr>
<td>TikTok</td>
</tr>
<tr>
<td>Amazon</td>
</tr>
<tr>
<td>Snapchat</td>
</tr>
</tbody>
</table>

a. Behavioural policies

In June 2009 Twitter introduced account verification with a distinct blue tick badge next to the name of individuals or organisations. This was closely followed by Google in 2011, Facebook in 2012 and Instagram in 2014. For Twitter, a verified badge is applied if an account is authentic, notable and active. The criteria 'notable' is defined as association with a prominently recognised individual or brand, broadly categorised under 'government', 'companies, brands and organisations', 'news organisations and
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journalists', 'entertainment', 'sports and gaming', and 'activists, organizers, and other influential individuals'.

**b. Restrictive policies**

For identity fraud, such as users posing as someone they’re not or deceiving people about their identity, most of the platforms solely use restrictive policies in preventing such behaviour. Many of such restrictions include removal of the profile, account or page, along with all content. Snapchat, and Instagram, for example, listed such prohibition under their general terms of use.

For Twitter, notwithstanding the allowance to create parody, newsfeed, commentary, or fan accounts, impersonation is a violation in which accounts that pose as another person, brand, or organization in a confusing or deceptive manner may be permanently suspended. However, an account will not be removed if the user shares merely share the same name but has no other commonalities, or the profile clearly says it is not affiliated with or connected to any similarly named individuals or brands. TikTok's identity fraud policy is drafted similarly: when reports of impersonation are made, the platform will request for user review or ban the account. Amazon disallows any content or listing which uses, misuses, portrays affiliation with, or otherwise uses another party’s brand in a manner that is confusing to customers.

Facebook does not allow the use of their services for impersonation and will disable any account that impersonates others, defined as using others' photos with the explicit aim to deceive, creating an account assuming to be or speak for another person or entity or creating a page assuming to be or speak for another person or entity for whom the user is not authorized to do so. For cases of misrepresented account, compromised accounts and empty account with prolonged dormancy, verification and further information will be requested before actions such as temporary restriction or permanent disable of account are taken.

YouTube drafted their identity protection policy to allow for complaints if someone’s video or personal information is posted without their consent. YouTube will then ask the uploader to remove, and should an agreement not be reached, request can be made to YouTube for the removal of content based on their privacy guidelines. However, the impersonation policy is stricter, wherein content intended to impersonate a person and channel is strictly prohibited on the platform. Channel impersonation is defined as channels which copy another channel’s profile, background, or overall look and feel in such a way that makes it look like someone else’s channel. The channel does not have to be 100% identical if the intent is clear to copy the other channel. Personal impersonation, on the other hand are content intended to look like someone else is posting it. Furthermore, channels, or content in the channel, which causes confusion about the source of goods and services advertised are not allowed on the platform as well.
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302 Ibid
306 Ibid
308 Ibid
310 Ibid
311 Ibid
312 Ibid
With a general rule that dates and by-lines, as well as information about authors, the publication, the publisher, company or network must be clearly visible, Google News also has strict impersonation policy.\textsuperscript{313} Not only sites or accounts that impersonate any person or organisation are banned, sites or accounts that misrepresent or conceal their ownership or primary purpose are disallowed too. Inauthentic or coordinated behaviour that misleads users are prohibited, such as misrepresentation or concealment their country of origin, and/or sites or accounts working together in ways that conceal or misrepresent information about their relationships or editorial independence, and/or content that conceals or misrepresents sponsored content as independent, editorial content.\textsuperscript{314} Furthermore, sponsorship, including, but not limited to, ownership or affiliate interest, payment or material support, should be clearly disclosed to readers. The subject of sponsored content should not focus on the sponsor without clear disclosure. \textsuperscript{315}

V. Fake engagement

Fake engagement means artificially influencing how well rated or viewed your content is on a platform. This can take the form of false ratings, increasing your number of 'followers' using bots, or otherwise inflating your account or content’s visibility. Such fake engagement may increase the visibility of misleading or false information, which has ramifications for the right to access information, as it may become more difficult for users to understand which information is correct and which is not. Content or accounts that seem as though they have many 'followers' or high ratings may appear more credible to users.

Fake engagement can also increase the spread of potentially harmful extremism, conspiracies and hate speech. For example, if an individual user has an opinion that is extremist and seemingly unpopular (such as that women owe men sex, as can be found in so called 'Incel' forums), he may understand that his opinion is fringe and not generally supported by most platform users. If, however, that user then views content espousing the same opinion which has a falsely inflated number of views or ratings he may come to believe that his opinion is shared and commonly accepted. This can help to spread and solidify such extremist opinions and can ultimately lead to harm to others.

Companies can work to reduce such false inflation in ways that do not negatively impact users' freedom of expression. For example, to limit the spread of disinformation, YouTube has changed its recommendation system. This system was previously based on how many 'clicks' a video received.\textsuperscript{316} YouTube found that such a system can contribute to misleading information as content creators try to create 'click bait' to get views. YouTube has changed their algorithms to consider how long a user watched a video, requiring a certain amount of watch time before the video received another 'view' on its counter.\textsuperscript{317}
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Companies seem to rely solely on restrictive policies when combating fake engagement and metric inflation, opting to remove problematic content and ban users. This response is understandable, as it is conceivably difficult to create warnings or labels which accurately and simply describe to users where the potential danger may lie when they are viewing content which has had its metrics falsely inflated.

TikTok’s fake engagement policy indicates that the company will remove content or accounts that violate the policy. Prohibited behaviour includes sharing instructions on how to artificially increase views, likes, followers, shares or comments; attempting to or engaging in selling or buying views, etc.; promoting artificial traffic generation services; or operating multiple accounts under false pretences in order to distribute commercial spam. Similarly, YouTube’s policies prohibit the artificial increase of views, likes, or comments and any content which exists solely to incentivize viewers for engagement. Prohibited actions include linking to services which would artificially inflate metrics, offering to subscribe to other users’ channels in return for their subscribing to yours, or creating any content which features other users buying views. Any content which violates this policy is removed.

Twitter also has a similar policy, prohibiting metric inflation, selling or purchasing followers or engagement, reciprocal inflation, or selling or trading accounts. Twitter relies on restrictive measures for policy violation, which could take the form of Tweet deletion, locked account, or permanent suspension. Amazon also relies on restrictive policies for violations of its ratings, feedback, and reviews policy. This policy prohibits sellers from paying for or offering incentives for customers to provide or remove feedback or product reviews; asking customers to only write positive reviews or to remove or change reviews;

<table>
<thead>
<tr>
<th></th>
<th>Interactive policies</th>
<th>Behaviour policies</th>
<th>Restrictive policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>□</td>
<td>□</td>
<td>✓</td>
</tr>
<tr>
<td>Twitter</td>
<td>□</td>
<td>□</td>
<td>✓</td>
</tr>
<tr>
<td>Reddit</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Youtube</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>Google</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>TikTok</td>
<td>□</td>
<td>□</td>
<td>✓</td>
</tr>
<tr>
<td>Amazon</td>
<td>□</td>
<td>□</td>
<td>✓</td>
</tr>
<tr>
<td>Snapchat</td>
<td>□</td>
<td>□</td>
<td>□</td>
</tr>
</tbody>
</table>
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soliciting reviews from customers who had positive experiences; or sellers reviewing their own products or a competitor’s products.\textsuperscript{325}

\textbf{3(b). To What Extent Do You Find These Measures To Be Fair, Transparent And Effective In Protecting Human Rights, Particularly Freedom Of Opinion And Expression?}

\textbf{I. Transparency}

While it is to be commended that these platforms have all created policies trying to diminish the harm of misleading and false information on their platforms, it is of the upmost importance that such policies are transparent to users. Transparency allows users to understand what type of content they may not post, why their content may have been removed or de-amplified, and why they may be seeing or not seeing certain content. Lack of transparency could have a chilling effect on freedom of speech if users lose trust in these platforms.

The most transparent policies clearly define what types of content users are prohibited from posting, together with examples of such content. Twitter’s system of clearly defining terms such as ‘civic processes’\textsuperscript{326} is such an example, as well as YouTube’s thorough use of examples of the categories of content which is prohibited.\textsuperscript{327}

Transparency is also required as to what actions may be taken in response to the posting of banned content and how decisions are made. Twitter\textsuperscript{328} and YouTube\textsuperscript{329} use of a clear three-strike rule are transparent, as users can easily find not just what content is prohibited, but what actions may be taken and what that means for their account’s standing. Users can foresee that after they receive three strikes, their account may be deactivated. Facebook’s creation of an Oversight Board is to be applauded as a step toward transparency and fairness.\textsuperscript{330}

Amazon’s policies lack such transparency in decision making. While there are policies on certain content that Marketplace postings cannot have,\textsuperscript{331} their selling policy states, ‘Amazon reserves the right to determine the appropriateness of listings on its site and remove any listing at any time.’\textsuperscript{332} Similarly, Amazon’s content policies for entertainment media lack transparency, such as including under content rules for books: ‘We reserve the right to remove content from sale if we determine it creates a poor customer experience’, without clarity on what a ‘poor customer experience’ might mean.\textsuperscript{333} In March of 2019 Amazon pulled anti-vaccination movies and books from its platforms after it received criticism, without officially announcing

\textsuperscript{325}Amazon seller central, ‘Selling Policies and Seller Code of Conduct’
\textsuperscript{327}See for example, YouTube Help Center, ‘Spam, deceptive practices, & scams policy’,
\textsuperscript{330}Oversight Board webpage, oversight board.com; more about this Oversight Board can be found under Question 4.
\textsuperscript{331}Amazon, seller central, ‘Selling Policies and Selling Code of Conduct’,
\textsuperscript{333}Amazon, Help & Customer Service, ‘Content Guidelines for Books’,
this move or answering questions as to why or how it decided what media to remove.\footnote{Business, Jon Sarlin. CNN. 'Anti-Vaccine Movies Disappear from Amazon after CNN Business Report.' CNN, edition.cnn.com/2019/03/01/tech/amazon-anti-vaccine-movies-schiff/index.html. Accessed 15 Feb. 2021.} This is unacceptable from a framework of the right to freedom of expression and access to information. While a company may be justified in removing content that has misleading health information, there must be transparency in this process. \textit{Platforms should not remove content without notifying users or the public and offering explanations based on pre-existing policies.}\footnote{334}

The move towards transparency in advertising on these sites, both political advertising and otherwise, is welcomed. This can take the form of labels and banners placed on advertisements showing who the purchaser is, as Google has done in many countries for political advertisements.\footnote{335} Facebook\footnote{335} and Reddit’s\footnote{337} use of advertisement 'libraries' is also a step in the right direction, as they allow users to easily find information on advertisements users are viewing.

One area in which these companies need to work toward improving transparency is the use of algorithms for suggesting content and for flagging content that potentially violates the terms of service. Google explains their use of such algorithms, 'Ranking algorithms are an important tool in our fight against disinformation. Ranking elevates the relevant information that our algorithms determine is the most authoritative and trustworthy above information that may be less reliable.'\footnote{338} Users need more transparency in how algorithms are taught about what information is or is not reliable and to what extent their content or other content may be recommended to others. However, this transparency becomes even more important when algorithms are used to find content to flag or remove.

To fully ensure transparency, these companies should regularly publish reports outlining how much and what types of content are subject to behavioural or restrictive measures. Currently, Reddit’s transparency report does not outline how much content is being removed by admins or mods under the platform’s disinformation policies.\footnote{339} The transparency reports of both Facebook and Twitter only contain general statistics about request for content removal but they do not disclose what is removed and why\footnote{340} thus defeating the purpose of transparency.

Facebook provides access to an ‘Ads Library’ where users can find information on all advertisements currently running on any Facebook app or Instagram (owned by Facebook).\footnote{341} The aim of this program is to achieve more transparency for political and social issue advertisements. For example, users can look up how much certain pages, such as political candidates’ pages, have spent on advertising and which advertisements they purchased.\footnote{342} Facebook has recently attempted to open this information to researchers through its Facebook Open Research & Transparency (FORT)\footnote{343} platform, which allows researchers to download data on how Facebook advertisements are targeted to users. Reddit has a similar subreddit

dedicated to transparency in political advertisements. Twitter has created an archive of Tweets which it believes were a part of state-backed information operations to influence political elections, so that users can see past Tweets that may have contained misleading or false information.344

II. Effectiveness

Digital technology companies’ policies on misleading and false information need to be effective in protecting freedom of expression, as well as other human rights, such as the rights to non-discrimination and personal security. This is a balancing act, as protecting freedom of expression to an extreme can result in harm to some individuals or groups (such as when false information about a minority group leads to greater discrimination). Additionally, the right to freedom of expression also has a right to access to information. This right can be both hindered and protected by limitations to the freedom of expression. If users are not able to adequately share information and ideas, this limits access to information; however, if users are able to share any misleading or false information they want, other users may have trouble finding correct information. Because of these inherent conflicts between and within rights, we consider as most effective policies which take harm to others into account when restricting misleading or false information or which otherwise prevent individual or societal harms, as these types of policies most effectively and efficiently protect all rights at stake.

a. Policies which take harm to others into account:

For example, Twitter’s policy on manipulated media includes three criteria for what content may be labelled or removed:345

- Are the media synthetic or manipulated?
- Are the media shared in a deceptive manner?
- Is the content likely to affect public safety or cause serious harm? - threats to a specific person, risks of mass violence or civic unrest, threats to privacy or ability to freely participate

Twitter provides this graphic to help users understand when their content is likely to be labelled or removed. As can be seen, content is only likely to be removed when it is ‘likely to impact public safety or cause serious harm’. The policy further clarifies that harm includes threat to the privacy of an individual or group, or the ability of an individual or group from freely expressing themselves or taking part in civil events.346 This includes stalking, obsessive attention, targeted content that aims to silence someone, or voter suppression or intimidation.347

---
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Similarly, YouTube bans and will remove any manipulated content that misleads users and may pose a serious risk of egregious harm.348

Twitter’s policy on COVID-19 misleading information also takes harm into account, showing that depending on the propensity for harm and type of misleading information, a warning may be applied to misleading content in addition to an ordinary label.349 Such a warning would inform users that the information in the Tweet conflicts with public health experts’ guidance before they view it. The COVID-19 policy further clarifies that for a tweet to be labelled or removed due to having misleading information, three criteria must be met:350

- advance a claim of fact, expressed in definitive terms.
- be demonstrably false or misleading, based on widely available, authoritative sources; and
- be likely to affect public safety or cause serious harm.

Such a policy effectively protects against harm that may be caused by misleading information around the virus, while also allowing for freedom of expression. In fact, the policy specifically notes that strong commentary, opinions, satire, counter-speech, personal anecdotes, or public debate about the advancement of COVID-19 science and research are not violations of this policy.351 Thus, Twitter strikes a fair balance between protecting freedom of expression and protecting from potential harms caused by expression.

b. Policies which prevent individual or societal harms:

The above policies show that more than potential physical harm must be considered. The concept of harm must cover non-physical harms to specific groups, such as minorities, as well as harms to society. Considerations of the latter can be seen in the above COVID-19 policy of Twitter, which considers that harm is caused where content misleads individuals about the causes, prevention, or treatment of the virus.352 This type of harm can also arise in the context of disinformation about vaccines. Facebook has expanded its COVID-19 misleading information policy to prohibit and remove false claims about COVID-19 and its vaccines which have been debunked.353 On the other hand, Amazon’s policies do not seem to consider the harm that can be caused by anti-vaccine disinformation. A recent study on how Amazon’s algorithms
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suggest anti-vaccine related products found that a higher content of vaccine disinformation comes up when making vaccine related searches, and these are suggested over 'debunking' content.\textsuperscript{354}

Harm to minority groups must be taken into account as well, such as in Facebook and TikTok's Holocaust denial policies, and TikTok's policy to remove content that contains false information about minorities. However, it is not enough for these companies' policy to facially take harm against minorities into account. They must ensure that their policies and automated content detection methods can adequately protect against false and misleading information directed against minority communities. During the Black Lives Matter protests of the last few years, and especially during the protests during the summer of 2020, many companies, including Facebook, seemed unable to effectively restrict false information aimed at increasing racial conflict and discrimination against Black communities and users.\textsuperscript{355} This issue of policies causing harm to minorities will be covered more extensively below under 'Fairness'.

Similarly, these companies must ensure that their policies have the capacity to reduce harm in order to be effective. Facebook’s general policy is to not remove false information.\textsuperscript{356} But such a policy, which seems to err on the side of leaving material up, can become problematic if the policies in place are not effective in reducing harm. The Facebook algorithm may be helping amplify information around the pandemic by boosting content that receives a lot of engagement. Sensational content, such as health disinformation, can receive significant engagement and as a consequence might be boosted by the algorithm, thus giving a greater platform to disinformation above authoritative sources. This should have been curtailed by the labelling of misleading information as we have seen in the previous section however a 2020 Avaaz report found that Facebook failed to catch 84% of health-related disinformation content.\textsuperscript{357} Google also has a policy of not removing content, but instead uses algorithms to 'elevate authoritative high-quality information' and providing tools to give users more contexts for their searches.\textsuperscript{358} Such policies need to be critically analysed to determine whether they can truly offer users, as well as protected groups, protection from harm.

III. Fairness

There are multiple dimensions to the concept of fair protection of human rights, especially when competing rights are at stake, as they are within the realm of disinformation. Fairness includes transparency, as it is unfair to expect users to follow rules which they cannot understand or foresee. Fairness also includes access to a grievance or appeal policy, as well as monitoring of the use of company policies, all of which will be covered in more depth below in answer to question 3(c). We will focus our attention on two other dimensions of fairness. The first is how well policies allow for expressions which may be false or harmful to be included in further discussions and debates. This is linked to the idea of fairness in the way users of the platform are treated, as they are within the realm of human rights as described under 'Effectiveness', but concerns situations when there is no foreseeable harm in expressions, such as satire and parody. Second, fairness requires that policies dealing with disinformation must equally protect all users.

\footnotesize


First, disinformation policies need to allow for expressions that facially have false or contested information, but which do not do harm. For example, satire and parody policies are necessary to the protection of freedom of expression. Such policies allow users to engage with false information in a way that does not harm others. Twitter’s misleading information policies make exceptions for satire and parody if the content does not include false information in a misleading manner. Similarly, content which critically considers disputed information is necessary for the public discourse of ideas and information. YouTube’s policies allow content that violates their disinformation policies but that either gives weight to countervailing views from authorities, or if the purpose is to condemn or dispute the disinformation. This policy allows for content that is not likely to cause harm, but which grapple with disputed information. TikTok’s general Community Guidelines allow for exceptions to all their policies, including their disinformation policy, for ‘educational, documentary, scientific, or artistic content, satirical content, content in fictional settings, counter speech, and content in the public interest that is newsworthy or otherwise enables individual expression on topics of social importance.’ To protect these non-harmful expressions, companies also need to ensure that any use of automated content flagging or censorship does not include this content in its net.

Second, disinformation policies must actually protect all users. As described under the ‘Effectiveness’ section, overly protecting freedom of expression can potentially minority groups by allowing the spread of ‘discriminatory disinformation’. However, restrictions on freedom of expression can also cause harm to minority groups, if such groups are unfairly targeted by these restrictions.

Instagram has been accused of prioritizing white content creators and supporting companies which only use thin, white influencers to promote their product, contributing to the normalization of mediocre representation of people of colour. Such practices take a heavy toll on young, impressionable users. A lack of representation of POC puts whiteness a pedestal and keeps it as an unattainable norm. The Head of Instagram, Adam Mosseri, issued a statement in June 2020, acknowledging a racial bias in the platform. He said that ‘(b)lack people are often harassed, afraid of being ‘shadow banned’, and disagree with many content takedowns.’ A four-pronged solution was introduced to review their policies to end racial bias: an examination of online harassment (in the form of hate speech), account verification, distribution (i.e., filtering people without transparency and making them less likely to show up on the ‘Explore’ feature for exposure), and algorithmic biases which ‘repeat patterns developed by our biased societies.’ However, there has not yet been any update or publication of the review. Whether these reviews of bias and proposed reforms will be effective in discouraging racially charged practices has yet to be seen.

A four-pronged solution was introduced to review their policies to end racial bias: an examination of online harassment (in the form of hate speech), account verification, distribution (i.e., filtering people without transparency and making them less likely to show up on the ‘Explore’ feature for exposure), and algorithmic biases which ‘repeat patterns developed by our biased societies.’ However, there has not yet been any update or publication of the review. Whether these reviews of bias and proposed reforms will be effective in discouraging racially charged practices has yet to be seen.

Facebook has also had problems with their disinformation policies actually causing harm to minority groups. Multiple accounts have surfaced of Black users’ content on racism being flagged as hate speech and removed. Facebook has responded, saying that is attempting to re-configure its algorithms to better protect Black users and allow for constructive content about racism.

This is a difficult area, as often it cannot be proven that company’s algorithms may be disproportionately affecting minority users, and the companies themselves may not always be aware of how their policies and content review systems may be unintentionally or indirectly biased against certain groups. It is generally
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the individual users who notice such patterns. Transparency and accountability become of the upmost importance. As suggested above, companies should regularly publish data on how much and what types of content are subject to behavioural and restrictive measures, as well as make public information about the use of their algorithms. And perhaps more importantly, these companies need to take seriously any user allegations of discrimination caused by their policies and automated content systems.

When users feel that they are being discriminated against on a platform and believe that their content is being unfairly censored, this causes individual harm. But it also results in societal harm: we need minority voices to be a part of the public discourse, and we need to be able to trust that we have access to those voices. Therefore, harm occurs when there are allegations of such indirect discrimination which companies do nothing to address or disprove.

### 3(C). What Procedures Exist To Address Grievances And Provide Remedies For Users, Monitor The Action Of The Companies, And How Effective Are They?

All of the digital technology companies considered in this report have some form of appeal or grievance mechanism by which users penalized for violating disinformation policies can seek remedy. However, these processes are dealt with internally and the companies’ decisions are not externally monitored. They also often lack transparency as to decision making. Thus, their effectiveness in protecting users and freedom of speech is often limited.

YouTube’s appeal policy is one of the most thorough. Users can appeal either a strike received on their account or appeal a video removal. YouTube is clear about what might happen as a result of an appeal:

- If we find that your content followed our Community Guidelines, we’ll reinstate it and remove the strike from your channel. If you appeal a warning and the appeal is granted, the next offense will be a warning.
- If we find your content followed our Community Guidelines, but isn’t appropriate for all audiences, we’ll apply an age-restriction. If it’s a video, it won’t be visible to users who are signed out, are under 18 years of age, or have Restricted Mode turned on.
- If we find that your content was in violation of our Community Guidelines, the strike will stay, and the video will remain down from the site. There’s no additional penalty for appeals that are rejected.
- You may appeal each strike only once.366

To contrast, Twitter’s appeal option only seems to apply to a suspension or locked account, and it is not clear whether a lesser penalty can be appealed, such as a label, de-amplification, or a strike.367 Similarly, Amazon has an appeals process for deactivated accounts and listing removals, but it is not clear whether there is such a process for other penalties.368 Google’s appeal process being limited to rejected advertisements369 makes sense in the overall context of Google’s policy not to remove content.

These type of limited or unclear appeals processes are not effective at protecting the rights of users, as they lack transparency and accountability. Instead, these vague policies seem to be aimed at keeping power over content moderation completely within the company. For example, Snapchat’s Community Guidelines

---

states, ‘we reserve the right to decide, in our sole discretion, what content violates that spirit and will not be permitted on the platform.’

But as described in the preamble to this report, Governments are no longer willing to allow companies this complete control over content regulation. In order for these companies to balance protecting the rights of users and maintaining an internal system of oversight, they need to create appeals and grievance process which are more transparent, and which include an element of external monitoring. Facebook’s Oversight Board is an example of such a policy.

Facebook has set up an Oversight Board whose purpose is to promote free expression through independent decision-making regarding Facebook and Instagram’s content. This Board is staffed by independent members from diverse backgrounds and disciplines who are appointed by a trust. The Board selects cases that are difficult, significant and globally relevant, thus not all user appeals will be considered by the Board. After Facebook makes a first decision on user content, such as to remove the content, the company will let the user know if the decision is eligible for appeal to the Board. However, no guidelines have been published listing what content may be eligible for appeal.

**4. Please Share Information On Measures That You Believe Have Been Especially Effective To Protect The Right To Freedom Of Opinion And Expression While Addressing Disinformation On Social Media Platforms.**

In general terms it could be said that the most effective measures are those that aim at developing transparency, independent oversight, the right to appeal, access to effective remedies and democratic control over removal of content. The challenge with any measure tackling disinformation is balancing the need to prevent the spread of potentially harmful information, with the need to guarantee and respect fundamental rights, most notably freedom of expression (creation of content).

One innovative measure for combating disinformation while providing safeguards for the freedom of expression is the Facebook Oversight Board (‘FOB’), an attempt by Facebook to create an external private quasi-judicial body to provide oversight of content moderation (especially content removal). The FOB defines its purpose as ‘the promotion of free expression by making principled, independent decisions regarding content on Facebook and Instagram and by issuing recommendations on the relevant Facebook company content policy’.

The Board gives users more ability to be heard than do other such appeals processes. This increased ability to be heard provides two concrete safeguards of users’ rights. The first is that it makes Facebook more accountable for its policies by providing transparency into how decisions on content removal are made. The second safeguard is that it allows users to appeal decisions that are made).

---

made. Secondly, it provides the user an effective remedy against content moderation exercised by Facebook and Instagram.

Another productive solution to balance the right to freedom of expression while limiting disinformation is digital technology company’s use of external fact-checking, as well as collaboration with external experts. External fact-checking policies protect users, as they remove some of the control over content regulation from the digital technology companies themselves. Use of external experts helps users find correct and authoritative information rather than just limiting disinformation. When companies utilise fact-checkers, it is important that these groups follow the principles outlined by the International Fact Checking Network.\textsuperscript{377}

Other effective measures include users in how disinformation is prevented. For example, LinkedIn empowers users with the option to Disable, Re-enable, and Limit Comments on Posts.\textsuperscript{378} In this way, while users can still engage with contents by liking and sharing, while disinformation can be controlled by users.

Twitter has launched a pilot measure to be implemented first for its US user, called Birdwatch which will also allow for user participation in the limiting of disinformation. The new policy will allow users to interact with tweets that they consider to be misleading by including a note that they consider relevant to give context to that information\textsuperscript{379}. This tool can empower users and stimulate engagement.

5. Please Share Information On Measures To Address Disinformation That You Believe Have Aggravated Or Led To Human Rights Violations, In Particular The Right To Freedom Of Opinion And Expression.

Online hinderances to freedom of expression

Automated systems can be an efficient means of detecting contested materials posted online, but they could also lead to the violations of the freedom of expression, as they are not always able to effectively contextualize words, sentences and expressions.\textsuperscript{380} For instance, Facebook labelled a passage from the Declaration of Independence as hate speech and removed the content, because it was not programmed to put posts into context.\textsuperscript{381} This is only one example of many instances when automated systems accidentally removed information. When automated detection systems can remove content without certification by a human, it can lead to patterns which hinder the individual’s right to freedom of expression.

Another means of protecting people from disinformation is by banning users from social media platforms when users have a history of disseminating disinformation or inciting discrimination or violence. The most famous example is Twitter banning Donald Trump after he incited an insurrection on Capitol Hill in January 2021.\textsuperscript{382} Banning users is an effective preventative measure but it could also lead to discrimination and violation of the freedom of expression. Although platforms need to have this option in their “back

\textsuperscript{378} From the LinkedIn option: ‘Comments have been turned off on this post. You can still react to it.’
pocket”.\textsuperscript{383} Disinformation policies should also contain options for less restrictive measures, such as labelling, de-amplification, or content removal.

Furthermore, a common occurrence which hinders rights of users is a lack of transparency and corrective oversight. This problem was highlighted in \textit{Google v. Spain}.\textsuperscript{384} where an arbitrary body was created within Google to deal with requests for taking down content. This can be problematic because of the obscurity of the practises, without independent oversight or means of appeal, can lead to unfair censorship.\textsuperscript{385}

A worrying hindrance to the freedom of expression is government-sanctioned internet shutdowns and firewalls. These measures are an extreme form of control over free information and serious violations of freedom of opinion and thought. Authoritarian governments use this tactic under the guise of limiting disinformation, with intention to control media and sources of information available to the general public. For example, Indian government officials at local and national levels have often said that the many Internet shutdowns that have taken place were necessary to keep law and order and prevent the spread of disinformation.\textsuperscript{386}

In a similar limb to firewalls and blocking websites, the creation of alternative sites with heavy governmental influence is another method of controlling the spread of information and regulating censorship. Local versions of social media can be a tool to actualising this goal. Examples of this practise are seen in Egypt,\textsuperscript{387} and in China.\textsuperscript{388}

\textbf{Censorship during the Covid-19 Pandemic}

A few European governments, especially in eastern and central Europe, have used the ongoing health crisis as a pretext to restrict the free flow of information and clamp down on independent media.\textsuperscript{389} For example, the Hungarian government passed a law that criminalises the spreading of ‘false’ or ‘distorted’ information that undermines preventing the spread of COVID-19. Sanctions for which are fines and up to five years imprisonment. Journalists and media freedom advocates fear the interpretation of these new measures will be weaponised to silence what remains of the country’s independent press.\textsuperscript{390}

On March 16, the president of Romania, Klaus Iohannis, signed an emergency decree which gives authorities the power to remove reports or take down websites that spread “fake news” about the virus. The measure lacks any means of availing of an effective remedy.\textsuperscript{391} In Bulgaria, the government used the state of emergency decree to try to amend the penal code and introduce prison sentences for spreading ‘fake news’ about Covid-19. This measure included sanctions of up to three years in prison or a fine of up to €5,000.\textsuperscript{392} Russia demanded more than twenty media outlets remove content it deemed ‘inaccurate, misleading, or harmful.’\textsuperscript{393} This measure included sanctions of up to three years in prison or a fine of up to €5,000.\textsuperscript{394}

\textsuperscript{384} CJEU. Case C- 131/12, Google Spain, ECLI:EU:C:2014:317.
socially significant information' about the coronavirus from their websites. 393 While the spread of disinformation is crucial in a global pandemic, legally based safeguards must be implemented to prevent abuse of power and censorship.

The link between hate speech and misinformation

Both the 2016 US election and the COVID-19 pandemic sparked debate about the role of social media in perpetuating discriminatory patterns embedded in our society. In a study undertaken by Muller and Schwarz, a link between hate crimes and the use of social media was established. 394 In their findings, it was established that areas with a high percentage of Facebook users also had high levels of racially based hate crimes and anti-immigrant sentiment. This pattern was especially demonstrated in places with high racial and ethnic tensions. The spread of disinformation with underlying racial tones is incredibly dangerous because of the amount of people who believe fake news at face value and can exacerbate racial biases and hatred. An example of the use of disinformation within hate speech is anti-Asian sentiments created by the conspiracy theory that coronavirus is a Chinese ‘invention’ purposefully spread to undermine the West, which led to increased discrimination and acts of hate against Asian communities in Europe and in the United States.

Muller and Schwarz established links between disinformation and discrimination. 395 Social media algorithms link people who genuinely believe these conspiracies and find themselves in online spaces where this narrative is not only normalised but encouraged. These online spaces foster isolated ideologies and normalise fringe communities. 396 This allows harmful ideologies (such as white supremacy and misogyny) to thrive. Reinforcement of extreme ideologies and challenge avoidance are more likely to happen on social media. Interestingly, studies have shown that social media usage is responsible for spreading extreme political ideology and disinformation more than the news. This is because people are less likely to stop watching the news if concepts under discussion contrast one’s political ideology or orientation. 397 Furthermore, social media provides the tools to switch to content which aligns with one’s own beliefs.

However, despite inherent flexibility to switch to more ‘agreeable’ content, this can result in a social media ‘filter bubble.’ 398 This is the use of personalised and/or automated algorithms to determine how social media platforms rank information on a person’s feed. This reduces civic engagement and the extent to which people hear from the other side of the argument. Unsurprisingly, racially charged opinions are left unchallenged. The spread of algorithmic racially based discrimination adds to political polarization; for example, anti-immigration policies are attractive to right-wing conservatives who believe in narrow application of immigration laws. In an interview with Larry King, Barack Obama spoke out about the effect the ‘filter bubble’ and algorithms have on politics:

“If you are getting all your information off algorithms being sent through your phone and it’s just reinforcing whatever biases you have, which is the pattern that develops, at a certain point you just live in a bubble, and that’s part of why your politics is so polarised right now.” 399

---
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According to Reppell and Shein, disinformation campaigns which use hate speech as a tactic relies on underlying social dynamics and existing divisive messages. According to their model of the dissemination of hate speech and its amplification on social media, there are five steps. First, the producers of the speech come up with an ideologically motivated expression based on racial bias or their own belief or world view. Second, the message is spread promoting intolerance and violence against groups by direct or indirect reference to race, nationality, ethnicity, religion, gender, disability or sexual orientation. Thirdly, hate speech can go viral through social media and amplified without any restrictive or preventative measures in place on the site. Fourthly, the message is interpreted by likeminded people. Finally, the risk of hate speech dissemination may lead to undermining faith in democratic institutions, democratic participation, as well as an increase of hate crimes and citizen polarisation.

When nefarious actors target false or misleading information at a certain group or community this can result in further stigmatisation and violence against that group. When hate speech policies, either Governmental policies or policies of digital technology companies, do not address false information, this leads to reduced protections of human rights, such as the right to access to information and the right to non-discrimination. In conclusion, the prevention of dissemination of disinformation can undermine freedom of expression if used in an authoritarian manner, demonstrated by governments abovementioned. This practice, paired with disinformation based on xenophobic ideology, puts human rights at an enormous risk.

6. Please Share Any Suggestions Or Recommendation You May Have For The Special Rapporteur On How To Protect And Promote The Right To Freedom Of Opinion And Expression While Addressing Disinformation.

- **Transparency of Political Ads:** We recommend that the Special Rapporteur encourage Governments to regulate how digital technology companies ensure transparency of political advertisements. Examples to highlight include Australia’s mandate for all paid electoral advertising, including advertisements on social media, to be authorized and to have an authorization statement. Canadian law requires online platforms to keep and support a digital registry of all regulated ads related to federal elections, showing the names of agents who authorized them and any partisan advertising and election advertising that was published on the platform during election periods. The European Commission issued a recommendation ahead of the 2019 European Parliament elections calling on European Union Member States to promote active disclosure of who is behind paid, online political advertisements and communications during electoral campaigns. Transparency should also include transparency about the recipient of any micro-targeted advertisement, so that the marketplace of ideas and rebuttal can flourish.

- **Address connection between hate speech and disinformation:** When hate speech policies are considered, the role of disinformation is often ignored, and vice versa. But as described above under Question 4, false or misleading information targeted at a minority group can result in discrimination, stigmatization, and even violence against that group. Therefore, we suggest that the Special Rapporteur: include in her such ‘discriminatory disinformation’; encourage all Governmental hate speech policies to include ‘discriminatory disinformation’; and encourage all digital technology companies to create and enforce policies which prohibit false or misleading information campaigns and hate speech: Exploring the Relationship and Programming Interventions,’ 2019.

401 ‘Disinformation Campaigns and Hate Speech: Exploring the Relationship and Programming Interventions,’ 2019, pg. 4.

402 Bradshaw, Challenging Truth and Trust: A Global Inventory of Organized Social Media Manipulation, Computational Propaganda Research Project, Oxford Internet Institute, 6; ibid

403 ibid

404 ibid
information regarding any race, gender, religion, or other protected characteristic, and include such policies within COVID-19 specific disinformation policies and adopt policies.405

- **Effective Remedies:** In addressing the connection between hate speech and disinformation, we recommend the Special Rapporteur to reiterate the importance of the six-part criteria set out in the Rabat Plan of Action for criminalization of certain expressions. Furthermore, it should be highlighted that States should ensure that individuals who has suffered actual harm, should have access to effective remedies. This means that the affected individual should have access to an independent and impartial tribunal established by law.406 Additionally, this Action Plan should also be used as a blueprint for digital technology companies to provide effective remedies for individuals who have suffered actual harm.407 At the same time, the Special Rapporteur should remind States and companies to provide non-judicial remedies as well. Such remedies could include educational efforts on the adverse effects of disinformation and hate speech.

- **Independent Oversight** is crucial to supporting democratic ideals and principles. Organizations that are instrumental in decisions about the removal of content should subject themselves to either independent oversight or to independent audit by a body of human rights experts.

405 For example, Twitter will remove Tweets which claim that specific groups or nationalities are more susceptible to COVID-19 or are never susceptible to COVID-19. Twitter also bans any false or misleading information about the nature of the virus. Facebook has created a new policy as of January 2021 to connect people with authoritative information about the Holocaust. Anyone searching for the terms associated with either the Holocaust or Holocaust denial, will see a message from Facebook encouraging them to connect with credible information about the Holocaust off Facebook. This has been done to curb anti-Semitism globally and decrease alarming level of ignorance about the Holocaust, especially among young people. TikTok blocks searches for 'Holocaust denial' and other related terms, and directs users searching for Holocaust related terms to verified and authoritative information.

TikTok has also announced that it will not allow content that denies the Holocaust or other violent tragedies, and will remove such content, including content that contains disinformation about Jewish, Muslim, and ‘other communities’. Additionally, TikTok will remove content that harms the LGBTQ+ community, including content that spreads the idea that individuals are not born LGBTQ+ or promotes conversion therapy.
