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About Us

We are a group of scholars researching intersections between law & technology, constitutional and administrative law, human rights and legal theory, and collaborating under the Technologies and Rule of Law research stream at the UNSW Sydney Faculty of Law, which is a joint initiative of the Allens Hub for Technology, Law and Innovation (‘the Allens Hub’) and Gilbert + Tobin Centre for Public Law (‘G+T Centre’). Allens Hub is an independent community of scholars, led by Professor Lyria Bennett Moses and based at UNSW Sydney, it aims to add depth to research on interactions among technology, law and society. More information about the Allens Hub can be found at http://www.allenshub.unsw.edu.au/. G+T Centre, led by Professor Rosalind Dixon and Deputy Director, Dr Lisa Burton Crawford, and staffed by a team of leading public law scholars researching in all aspects of constitutional and administrative law and public law theory. G+T Centre plays a prominent, independent role in public debate on issues vital to Australia's constitutional future including Charters of Rights, federal reform, reconciliation and native title, refugees and migration law and the challenges of responding to terrorism. More information about the G+T Centre can be found at
http://www.gtcentre.unsw.edu.au/. The joint research initiative on Technologies and Rule of Law, led by researcher Dr. Monika Zalnieriute, aims to enrich academic and policy debates and drive considered reform of law and practice through engagement with the legal profession, the judiciary, government, industry, civil society and the broader community. The opinions expressed in this submission are the views of the authors, and do not necessarily reflect or present the views or positions of the Allens Hub, G+T Centre or UNSW Law.

About this Submission

This submission seeks to respond to the questions raised in the call for submissions by the United Nations Special Rapporteur on Extreme Poverty and Human Rights into his thematic report to the United Nations General Assembly on digital technology, social protection and human rights. As scholars working at the intersection of law and technology, we are delighted to participate in this consultation process led by the Special Rapporteur. In this submission, we draw upon some of the research conducted by the Allens Hub and G+T Centre researchers to assist the Special Rapporteur in relation to the issues raised in his thematic report. The opinions expressed in this submission are the views of the authors, and not necessarily reflect or present the views or positions of the Allens Hub or the G+T Centre. We note that this research does not relate to all the questions raised in the call for submissions, and so we only set out answers in relation to those matters where our research may be relevant, namely, Questions 1, 2 and 3. We are grateful for the opportunity to present our views and hope this submission will assist in informing the Special Rapporteur’s thematic report. We are especially grateful to the Office of the United Nations High Commissioner for Human Rights for providing this opportunity to make a submission past the previously advertised deadline.
Question 1: Centrelink and Robo-Debt Case in Australia

‘Robo-debt’ is the colloquial name critics gave to the Australian Government’s controversial program of automatically calculating and recovering debts owed because of welfare overpayments. As detailed by Allens Hub and G+T researchers Monika Zalnieriute, Lyria Bennett Moses and George Williams in their article ‘The Rule of Law and Government Decision-Making’,1 robo-debt involved primarily the use of a pre-programmed human-authored logic system, analogous to an ‘expert system’,2 that gathered and analysed income, banking, employment and other information from individuals receiving welfare payments. The system itself was not new. Data-matching had previously been used to trigger further manual enquiries about discrepancies between a welfare recipient’s reported income for tax purposes and their reported income for welfare purposes. Previously, staff from Australia’s welfare agency, Centrelink, would select discrepancies based on risk management profiling and obtain further information to ascertain whether the recipient had been overpaid. The robo-debt program essentially reversed the onus of proof, requiring welfare recipients to disprove that they had a debt whenever the system identified a discrepancy. In doing so, it aimed to expedite the process of identifying welfare overpayments, and therefore to significantly increase the number of overpayments that were identified and reversed per year.3

The robo-debt program was introduced as part of a 2015–16 Budget measure, ‘Strengthening the Integrity of Welfare Payments’, and a December 2015 Mid-Year Economic Fiscal Outlook announcement pursuant to ss 1222A and 1223 of the Social Security Act 1991 (Cth), which establishes the legislative framework for the recovery of welfare overpayments.4 Under the robo-debt system, data on annual income held by the Australian Tax Office (‘ATO’) was automatically cross-matched with income reported to Centrelink. Because welfare entitlements were originally calculated on the Centrelink figure, a higher income declared to the ATO was taken to mean that the individual concerned had been overpaid and thus owed a debt to the government. The system thus combined data matching, automated assessment through the application of human-authored formulae, and automated generation of letters to welfare recipients. In Australia, such data matching is authorised by the Data Matching Program (Assistance and Tax) Act 1990 (Cth).

2 For more on expert systems, see generally A. Tyree, Expert Systems in Law (Sydney: Prentice Hall, 1989).
4 For a detailed explanation of the enabling legislation, see P. Hanks, Administrative Law and Welfare Rights: A 40-Year Story from Green v Daniels to “Robot Debt Recovery” (2017) 89 AIAL Forum 1, 7.
To understand how the robo-debt system worked, it is important to know that income in Australia is reported to the ATO as an annual figure, but to Centrelink as a fortnightly figure. The first step was to check the two annualised income figures against each other. Where their ATO annual income was greater than their Centrelink annualised income, individuals were sent an automatically-generated letter giving them an opportunity to confirm their annual income through an online portal. Those who accessed the online portal were given an opportunity to state their *fortnightly* income (with evidence), whereas those who did not access the portal were assumed to earn a fortnightly figure calculated as the annual ATO figure divided by the number of weeks in a year. However, the letter sent to individuals did not explain that recording variation in income over the year was important to an accurate calculation of welfare entitlements. Early versions of the letter were also worded in a way that appeared to some recipients to be a debt notice. The fortnightly income (entered into the online system or derived as above) was used to calculate what the welfare entitlement ought to have been and, where relevant, individuals were automatically sent a debt notice. Debts were raised against every person who did not or could not *disprove* that they were overpaid by producing evidence. In some cases, evidence was required for income earned up to seven years earlier. Error rates have been calculated at approximately 20 per cent.

In the 18 months between July 2016 and December 2018, 445 000 debts were raised through this system, 77 500 of which have been reduced, waived or written off. This may be an underestimate of the number of erroneous notices due to the number of people who may simply have paid the ‘debt’ without challenge.

The robo-debt program has been criticised by legal experts for being unlawful due to its reversal of the onus of proof, and for using a formula to calculate debts which was known to be flawed. An inquiry by the Commonwealth Parliament Senate Community Affairs References Committee found that the program breached fundamental principles of procedural fairness (or due process), and recommended that it be put on hold until these issues were rectified. The Senate Committee inquiry and a separate inquiry by the Commonwealth Ombudsman found that the program had been poorly designed and implemented. In particular:

---

5 Commonwealth Ombudsman (n 3), 1, 4.
6 ibid at 9.
9 Hanks (n 4).
10 Australia does not have a federal bill of rights, but the administrative law principle of procedural fairness is substantially the same as due process rights in other jurisdictions, see J. Boughey, *Human Rights and Judicial Review in Australia and Canada: The Newest Despotism?* (Hart Publishing, 2017) Chapter 4.
11 Senate Community Affairs References Committee (n 7), ch 6.
12 Senate Community Affairs References Committee (n 7), ch 6; Commonwealth Ombudsman (n 3).
• The misleading wording of the letters sent to welfare recipients had caused confusion and stress.
• Vulnerable people, in particular, had found it difficult to obtain the evidence required to disprove their debts, and there was a lack of support available to them.
• The imposition of an automatic 10% recovery fee was punitive and unfair.
• The program lacked transparency, and people were not given information about how their debts were calculated, grounds for challenging their debts, or how to challenge debts.
• The online portal through which people were required to provide evidence disproving their debts was not user-friendly, particularly for vulnerable people, and millions of phone calls to Centrelink went unanswered.

As of 31 December 2018, the program had cost the Government approximately $475 million. The Government had raised approximately $1.5 billion of total debts and received approximately one third of that ($500 million) in repaid debts.

Questions 2 & 3: Lessons from Robo-Debt and Relevance of Rule of Law Values

While the robo-debt system has been progressively modified over time, there are important lessons to be learned from its originally flawed design and implementation in relation to government decision-making generally. A range of government bodies, including executive agencies, parliamentary bodies, the judiciary, police forces and national security agencies, are increasingly deploying tools, including expert systems and machine learning, to automate decision-making or improve their services. These developments have the potential to advance human rights, for example by improving transparency, consistency and equity in high volume decision-making and reducing discrimination. However, they can also impinge on human rights, particularly when poorly implemented. Of particular concern are due process rights,

---

privacy, and the right to be free from discrimination. The use of automated systems in government decision-making also presents considerable challenges for the traditional public law oversight mechanisms and principles, particularly the principles of transparency, rationality and accountability. Allens Hub and G+T researchers have analysed legal implications of the automation of different areas and types of government decision-making in their recent work, which the Special Rapporteur might find useful.16

It is important that any automated systems designed for social protection or any other policy areas address the concerns which arose in the robo-debt case. These include poorly-worded correspondence, inaccuracy of the formula applied in a percentage of cases, issuing debt notices to those not owing money,17 shifting the burden of proof,18 and leaving individuals to the mercy of debt collectors.19 The remainder of this submission will analyse the implications that such flaws in the robo-debt system have on the values of the rule of law. The rule of law is a core constitutional value in most established legal orders, including Australia.20 Our focus in doing so is on three core rule of law concepts that, we suggest, have the widest acceptance across political and national systems: transparency and accountability; predictability and consistency; and equality before the law. We suggest that the lessons to be learned from robo-debt for other areas of public policy and government decision-making focus on the alignment of automated systems with rule of law values, which ultimately hinges on the appropriateness of design choices.

Transparency and Accountability

The automation of government decision-making through the adoption of rules-based expert systems such as robo-debt offers potential benefits in enhancing transparency and accountability, particularly in the area of social protection. As Zalnieriute, Bennett Moses and Williams argue, ‘[w]hereas a human may come up with justifications for a decision ex post that do not accurately represent why a decision was made,21 a rules-based system can explain precisely how every variable was set and why each conclusion was reached’ .22 It is important to note that such feedback is not necessarily provided in rules-based expert systems. The

---

18 Hanks (n 4) 9–11.
19 Note that this aspect of the program has been modified: Commonwealth Ombudsman (n 3) 9–10, 36, 38.
22 Zalnieriute, Bennett Moses and Williams (n 1) 440.
designer decides what the output of the system will be and whether it will include reasons for its conclusions or decisions. In the case of robo-debt, as explained above, individuals were not provided with clear information as to how debts were calculated in general, or in their individual case.

Thus, where decisions are fully or partially automated in social protection systems, the transparency and accountability of outputs hinges on the accountability of those designing the system for the transparency and accountability of the decision-making system itself. Indeed, a similar point is true for all rule of law values. They are unlikely to be found in decision-making and decision-support systems by accident. Therefore those designing such automated systems should be required to design them in ways consistent with the rule of law and be able to give an account of how this has been done. As robo-debt illustrates, greater in-built transparency could lead to a better understanding of how these systems operate, as well as their underlying values, thus revealing what is now obscure. More transparency would also allow affected individuals to challenge such decision-making systems, because information about the variables, inputs and outputs would be available.

**Predictability and Consistency**

Automation can also improve the predictability and consistency of government decision-making in the area of social protection. As Zalnieriute, Bennett Moses and Williams suggest, ‘[u]nlike humans, computer systems cannot act with wanton disregard for the rules with which they are programmed’. However, automation also poses many challenges for the rule of law principles of predictability and consistency. One such challenge arises when the code which is applied in an automated decision-making process does not correspond with statutory, common law or policy requirements. The inconsistency in such a case is not in the application of the rule in different cases, but between the rule as formulated and the rule as applied in every case. The robo-debt system is an unfortunate example of such an inconsistency, as the formula used by the automated system in question failed to produce the correct result for many people. This was exacerbated by the fact that the processes in place to manage errors were insufficient. There was no human checking of the decision to issue a debt notice. The notice itself was also presented to individuals as a fait accompli, with some individuals not receiving earlier

---

23 ibid at 444.
25 Zalnieriute, Bennett Moses and Williams (n 1) 445.
26 There is some dispute about the rate of error and how these should be characterised. Approximately 20 per cent of people who received debt notices succeeded in providing additional information that demonstrated that no debt was owed; Senate Community Affairs References Committee, Parliament of Australia, Design, Scope, Cost-Benefit Analysis, Contracts Awarded and Implementation Associated with the Better Management of the Social Welfare System Initiative (2017) at [2.88].
communications due to address errors.\textsuperscript{27} The online portal in place to deal with challenges to debt notices was also hard to use,\textsuperscript{28} with human alternatives inadequate to meet the demand.\textsuperscript{29} The rate of errors also potentially exceeded the capacity of institutions designed to deal with appeals. Hence, what resulted was a far higher likelihood that the law is being misapplied in ways that are unpredictable and inconsistent.

What these failures in the robo-debt system elucidate is that the benefits of automation in improving the predictability and consistency of decision-making in the area of social protection, as well as government decision-making more generally, can only be realised if the automation process is sufficiently transparent, if it is properly evaluated (for accuracy and for consistency with legal requirements), and if appropriate measures are put in place to manage foreseeable errors. Such measures should include human checking of outputs, clear explanation as to the potential for error and the circumstances in which error can arise, and a transparent and sufficiently resourced process for appeals. As Zalnieriute, Bennett Moses and Williams suggest, these are all questions of design.\textsuperscript{30}

**Equality before the Law**

We suggest that automation in the area of social protection has the potential to enhance the principle of equality before the law by reducing arbitrariness in the application of law, removing bias and eliminating corruption. Systems that give the same answer when presented with the same inputs help to ensure that similarly situated individuals are treated equally. However, automation of decision-making can compromise individual due process rights because it may undermine the ability of that person to influence or challenge a decision affecting them.\textsuperscript{31} This may be, for example, because they are unable to access or determine the correctness of key information used to make that decision. The robo-debt system is an example of this, as the right to review and rectify information was undermined because the letter sent to individuals by the government did not explain the importance of the income variation over the year for an accurate calculation of welfare entitlements.\textsuperscript{32} Issuing debt notices without providing a genuine opportunity to correct the erroneous data effectively denied welfare recipients due process rights.\textsuperscript{33} Further challenges to equality before the law and due process

\textsuperscript{27} ibid at [3.61].
\textsuperscript{28} ibid at [2.110].
\textsuperscript{29} ibid at [3.98], [3.106], [3.107], [3.119].
\textsuperscript{30} Zalnieriute, Bennett Moses and Williams (n 1) 448.
\textsuperscript{31} ibid at 449.
\textsuperscript{33} On the similarity between due process ‘rights’ and the common law duty of administrative decision-makers to provide procedural fairness see Boughey (n 10) Chapter 4.
safeguards can arise in some cases of automated decision-making due to what could be described as a ‘reversal’ of the burden of proof or the lowering of ‘evidence threshold’. This was also illustrated in the robo-debt case, as explained above. While debts issued under this automated decision-making process can be challenged, it has been argued that the government failed its responsibility to ensure that it had established the existence of the debt before initiating the claim.

In understanding the benefits and challenges of automating decisions in relation to social protection, it is crucial to consider both the context of the decision and the type of system deployed. A system with pre-programmed rules such as robo-debt could ensure that decisions are made based on factors recognised as legally relevant and hence avoid or minimise the risk of corruption or bias by officials. However, procedural rights and opportunities to check and rectify data on which the decision relies are crucial, as is ensuring that the logic of the system accurately reflects the law. Rule-based expert systems must be designed to include such procedural rights to ensure that there is a systematic and easily-accessible method to exercise such rights as and when required. However, it is important to note that pre-programmed systems, such as robo-debt, should be distinguished from systems based on machine learning and data-driven classification and prediction about humans that raise deeper issues for equality before the law. By definition, these systems seek to classify individuals based on their similarity to others who have committed offences or proved to be more in need of particular services. We suggest that such systems should never be used by governments as a basis for defining access to social protection services (or other public services) not only because of the virtual inevitability of discrimination on prohibited characteristics, such as racial or ethnic background, but also because it is not an appropriate logic for allocating government entitlements.

---


35 Hanks (n 4).

36 Carney (n 17).

37 On the use of automation by the judiciary, see M. Zalnierute and F. Bell (n 15).
Conclusions on Lessons for the Rule of Law Values

Generally speaking, automation can improve government decision-making, particularly in relation to social protection. Zalnieriute, Bennett Moses and Williams suggest that ‘[t]he benefits include cost savings and greater speed, as well as a capacity to enhance the rule of law’. However, as the robo-debt case study clearly illustrates, the extent to which automated rules-based decision-making can enhance rule of law values depends entirely on the quality with which such systems are designed and implemented. The most important lesson from the robo-debt case study is that in order for automated systems to be compliant with the rule of law values, there must be human oversight of, and accountability for, decisions made by such automated systems. Such oversight and accountability is particularly important in relation to design choices, implementation, procedural fairness and avenues of appeal. Although converting rule of law values into design specifications that can be understood by system designers and enforced through courts, regulation, professional standards, contracts or other mechanisms represents a formidable technical and legal challenge, it is crucial for such a challenge to be tackled in order to ensure that automated systems adhere to the rule of law. The failures of the robo-debt system illustrate how important it is to incorporate rule of law values into automated systems, especially in relation to social protection frameworks.

38 Zalnieriute, Bennett Moses and Williams (n 1) 454.
39 See in particular Zalnieriute and Bell (n 15).
40 Zalnieriute, Bennett Moses and Williams (n 1) 455.