São Paulo, September 30, 2020

Dear Special Rapporteur on the right to privacy Prof. Joseph Cannataci,

**Alana Institute**[[1]](#footnote-1) is a Brazilian non-profit civil society organization that invests in programs that seek to guarantee conditions for the full experience of childhood. Created in 1994, it has been maintained by the income of an endowment fund since 2013. Its mission is “to honor children". **Child and Consumerism**[[2]](#footnote-2) is a program from **Alana Institute** that aims to increase the awareness of the impacts and damage of children’s commercial exploitation in Brazil and worldwide, especially by advertising and marketing directed at children under 12 years old in all kinds of media, including the digital environment.

**InternetLab**[[3]](#footnote-3) is an independent research centre that aims to foster academic debates around issues involving law and technology, especially internet policy. The goal is to conduct interdisciplinary impactful research and promote dialogue among academics, professionals, and policymakers. We follow an entrepreneurial non-profit model, which embraces our pursuit of producing scholarly research in the manner and spirit of an academic think tank. As a nexus of expertise in technology, public policy and social sciences, our research agenda covers a wide range of topics, including privacy, freedom of speech, gender, and technology.

Hereby we, representatives of these two organisations[[4]](#footnote-4), respectfully address our inputs on privacy rights of children, in response to the Call for Contributions issued by the Special Rapporteur in July 2020.
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# 1. Introduction

The present submission aims to provide an overview of several events, policies and practices that represent risks to privacy rights of children in Brazil. Before we move on, it is important to locate this submission in Brazilian conservative political scenery.

After the dictatorship period (1964-1984), Brazil began recognizing and strengthening human rights, including children's rights.[[5]](#footnote-5) This last period was known as the "New Republic” (1985-present). However, in the previous seven years (2014-2020), one can observe setbacks and disputes around human rights' meanings. In 2018, with Jair Messias Bolsonaro's presidential election, the scenery became worse. Bolsonaro has a military background, with undue religious influence, and he is an open supporter of the dictatorship period. One of the marks of his government is the election of conservative politicians to ministries.

Regarding the human rights theme, he dissolved the Special Secretariat for Women's Policies and Special Secretariat for Human Rights, both created in 2003. In their place, he created the Ministry of Women, Family, and Human Rights. Damares Alves, a female Evangelical reverend, was appointed as a minister[[6]](#footnote-6).

Furthermore, his government undermines the National Council of Children's and Adolescents'[[7]](#footnote-7) rights. Since 1991, the Council, composed by civil society representatives and government, is responsible for elaborating the national politics of children's rights. In 2019, the government changed the composition and operation of the Council, restricting the possibilities of action[[8]](#footnote-8).

Also, in 2019, Bolsonaro's government dissolved the Commission of Confront Child Sexual Violence.[[9]](#footnote-9) The commission was in charge of articulating steps and policies to confront sexual violence against children. In 2020, the commission was re-created. Currently, Commission of Confront Child Sexual Violence has only the function of studying and systematizing theoretical and methodological materials about the theme. This way, it is possible to signal that the political situation restricts, at the moment, spaces to debate and the possibility of society to influence in the government’s decision-making.

In the political scenario, the General Data Protection Law (Law 13.709/2018), approved in 2018, established the legal framework for the personal data protection regime in Brazil, which until then lacked a comprehensive regulation and depended on sparse rules. The law came into force in September 2020, after several debates and votes in the National Congress, which considered several bills proposing its further postponement. Earlier, in August, the federal government issued the decree that defined the regimental and organizational structure for the creation of the National Data Protection Authority (ANPD). The ANPD is subordinated to the Presidency of the Republic and has the function of supervising the processing of personal data, establishing guidelines and imposing sanctions. However, the appointment of the Board of Directors and of the Chief Executive Officer must be approved by the Federal Senate, whose commissions are suspended due to the Covid-19 pandemic. Therefore, the normative context, as far as data protection in Brazil is concerned, although has advanced, still reveals a degree of uncertainty.

In addition, for the various reasons we intend to present, the approach on issues related to children’s right to a full development and its intimate connection with their right to privacy is urgent and mandatory.

## 1.1. Structural inequalities and the multiple childhoods

When designing policies and recommendations that will affect children, it is fundamental not to treat them homogeneously and try to maximize the comprehension of the peculiarities that each of them – individually and as a group – copes with in physical, cultural, social, economic and environmental aspects.

Therefore, as a starting point to this contribution, we highlight the necessity of acknowledging the existence of “multiple childhoods” throughout the world and within each continent and country, especially in contexts of structural inequalities.[[10]](#footnote-10)

As a consequence, not only is it necessary not to standardize the demands, needs and points of view of children, but it is also fundamental to create the effort to perceive them and their uniquenesses’s as much as possible, comprehending that their right to privacy embody in different dimensions, priorities and perceptions.

As the two organisations are based in Brazil, the fifth largest and seventh most unequal country in the world,[[11]](#footnote-11) in which a quarter of the population (more than 50 million people)[[12]](#footnote-12) is below the poverty line[[13]](#footnote-13) – and being so that this figure unproportionate ranges 42.3% of children from 0 to 14 years old and 32.9% of black and brown people –, we understand it is extremely important to highlight this view on multiple childhoods and structural inequalities.

Differently from other parts of the world, when considering Brazilians’ digital experience, the first barrier that many children have to struggle against is accessing technology and the internet. Recent research shows that 5% of Brazilian youngsters from ages 9 to 17 have never accessed the internet and 6% have already been connected to it, but not in the past three months.[[14]](#footnote-14) In figures, it’s estimated that 4.8 million children have no access to internet from their homes.[[15]](#footnote-15)

In other words, in addition to dealing with all the sophisticated issues and current challenges that today’s society presents for children to accomplish at most their right to privacy and full development, a number of countries, groups and people still have to deal with several basic and primary social, economic, political, and civil obstacles.

Ultimately, it is vital to recognise that children in vulnerable situations and conditions – whatever is the nature of their vulnerability – will, in most cases, have their rights and, thus, their full development impaired in harshest and deepest ways. The present contribution seeks to point this out, as further better illustrated by three specific cases and outcomes of children’s right to privacy: (i) children’s commercial exploitation in the digital environment; (ii) the collection of children biometric data in public services; and (iii) children’s sexual, reproductive and digital rights.

## 1.2. The best interests of the child

Moving forward, besides the recognition of the existence and the necessary effort to perceive multiple childhoods in structural inequalities scenarios, the second common ground from which we understand any actions, decisions, and recommendations issued by or addressed to public or private actors in children’s best interest.

As provisioned by Article 3, paragraph 1 of the Convention on the Rights of the Child,[[16]](#footnote-16) the principle of children’s best interest shall be interpreted as a dynamic concept and always be considered primarily to any other concern, including – and especially – commercial interests. Therefore, this contribution will intend to cover the following cases.

Furthermore, General Comment nº 14 of the Committee on the Rights of the Child[[17]](#footnote-17) defines the child's best interests as a threefold concept: (i) a substantive right: “the right of the child to have his or her best interests assessed and taken as a primary consideration when different interests are being considered in order to reach a decision on the issue at stake, and the guarantee that this right will be implemented whenever a decision is to be made concerning a child, a group of identified or unidentified children or children in general”; (ii) a fundamental, interpretative legal principle: “if a legal provision is open to more than one interpretation, the interpretation which most effectively serves the child’s best interests should be chosen”; and (iii) a rule of procedure: “whenever a decision is to be made that will affect a specific child, an identified group of children or children in general, the decision-making process must include an evaluation of the possible impact (positive or negative) of the decision on the child or children concerned. Assessing and determining the best interests of the child require procedural guarantees. Furthermore, the justification of a decision must show that the right has been explicitly taken into account”.

# 2. Children’s commercial exploitation in the digital environment

Several lucrative business models adopted by companies who develop and manage digital products and services benefit from children’s use by commercially exploiting them, including the collection and treatment of their personal data. The Convention on the Rights of the Child, nevertheless, in its Article 32, paragraph 1, explicitly protects children from any kind of economic exploitation, as follows: “States Parties recognize the right of the child to be protected from economic exploitation and from performing any work that is likely to be hazardous or to interfere with the child's education, or to be harmful to the child's health or physical, mental, spiritual, moral or social development”.[[18]](#footnote-18)

It is, therefore, vital to carefully analyse how these business models might affect children’s right to privacy and impact on their full development.

## 2.1. Data based business models, profiling techniques, and persuasive technologies

In the age of surveillance capitalism,[[19]](#footnote-19) “data is the new oil.” The richest and some of the most powerful private actors in the world are the developers and operators of technologies that collect and monitor information about individuals’ communications, activities and behaviour on the internet, holding business models that monetize personal data for commercial and behaviour modulation purposes, through persuasive design in the so-called attention economy.[[20]](#footnote-20)

These digital platforms and applications are consciously designed to encourage constant use and overexposure, consequently more data can be collected and stored, frequently exposing users to mass surveillance, interception, and data collection.[[21]](#footnote-21) In other words, these data based business models, which primarily rely on profiling and micro-segmentation techniques, are, by nature, invasive to one’s right to privacy and its outcomes.

In fact, most of these digital technologies and platforms were not designed for children under 13 years old. However, it is undeniable that youngsters are as immersed as anyone else – if not more – in this logic and structure. The possibilities of violating children’s privacy and intimacy, thus, multiply as they engage on social media, browser cookies, email, search engines, video platforms and applications, games, connected toys, educational platforms, and services etc.[[22]](#footnote-22) As Dylan Collins, CEO of the Irish internet safety company SuperAwesome recently announced, “by the time the child is 13 which is usually when they are legally allowed to use a lot these services, just the advertising technology companies alone might have gathered somewhere north of 70 million different pieces of information on that child just because of their day to day browsing.”[[23]](#footnote-23)

This massive children data collection raises significant concerns regarding exposure, storage, and present and future use of their precise and extensive digital tracks, especially concerning children’s development and evolving capacities. There’s no doubt that privacy and confidentiality are the key aspects of a healthy and full development, which allows children to make mistakes in a safe environment, promoting their self-confidence and the development of their maturity, allowing them to try out and explore different dimensions of their selves in their search for identity, without the risk of surveillance or exposure.[[24]](#footnote-24)

Firstly and foremost, thus, it shall be recognized that the current ultra-profitable data based business models themselves represent a significant threat to children’s right to privacy and full development, provisioned by articles 16, paragraph 1[[25]](#footnote-25) and article 6, paragraph 2[[26]](#footnote-26) of the Convention on the Rights of the Child, in direct opposition to the fulfilment of their best interests.

### 2.1.1. Threats to children’s safety, freedoms, and equal treatment

As data-based business models may initially pose severe threats to children’s privacy, alongside they unfold into other layers of violations and possible impacts on their full development.

Initially, the massive exposure and easy transit of children’s personal data and persistent identifiers, including biometric and geolocation data, present several threats to their physical, mental and sexual integrity, especially through non-authorized and malicious contact, amplifying the risk of online and offline abuses.[[27]](#footnote-27)

For example, the easy access to child sexual abuse materials and insufficient identification and combat of grooming and predatory behaviour on online spaces enables the exponential increase of harmful practices, such as online sexual exploitation and abuse.[[28]](#footnote-28)

Usually, the responsibility of protecting children from these threats is exclusively transferred to their families, reflecting an unfair pattern, as data-based business models are forged on a predatory form of information collection. Not exclusively, but it is also important to understand how uneven the power relation between companies and families is.

However, basic knowledge on digital citizenship and digital literacy could be a meaningful tool to minimize the damages that surveillance capitalism imposes to children.

Nevertheless, as a cause and result from the deep and historical frameworks of structural inequalities, this kind of knowledge is not equally spread throughout multiple childhoods and their families. Actually, even though specialists recommend that children are assisted by adults when navigating the internet,[[29]](#footnote-29) many families don’t have the structure to teach their children how to browse the internet safely – for reasons that range from adults not being aware of online risks for privacy and safety to adults – and specially single mothers – dealing with double or triple workloads and burdens that can result on them not having enough time to be aside their children during technology navigation.

According to the TIC Kids Online survey, 61% of Brazilian parents who graduated high school or further educational levels are able to assist their children when they’re online, opposed to 48% of parents who studied up to elementary school.[[30]](#footnote-30) Also, the research indicates that 82% of parents who graduated high school or further educational levels teach their kids ways to navigate the internet, while that percentage drops to 68% when considering parents who studied up to elementary school.[[31]](#footnote-31)

Children in vulnerable situations, thus, are more likely to have their right to privacy and subsequent layers beneath intimacy violations affected by data driven predatory business models.

Furthermore, these models are designed to achieve unprecedented and pervasive strategies of behavioural modulation and manipulation through persuasive design and nudge techniques.[[32]](#footnote-32). Children, more than adults, are strongly impacted by this strategies, which shape their habits, perceptions and decisions on different fields, from routines related to daily use of technologies[[33]](#footnote-33) to serious political statements, consumer habits, religious beliefs and interpersonal relations.

These persuasive techniques can have serious impacts on childhood, such as anxiety, aggression, addiction, compulsion, and device dependence, and also diminishing children’s creativity, autonomy, memory, sleep, and education.[[34]](#footnote-34) As a result, children miss the fundamental opportunities to connect with themselves, the physical and outside world and with their communities. This has a profound impact on their development, self-regulation (executive function), as well as their physical and mental health.[[35]](#footnote-35)

Plus, automated decision-making with opaque algorithms and non-transparent nudge techniques based on personal data can lead to limited diversity experiences and developmental opportunities. In this sense, automated decision-making based on opaque and biased algorithms often result in “digital racism” and “digital steering.”[[36]](#footnote-36) As stated by European Digital Rights,[[37]](#footnote-37) these non-transparent business models and automated content curation algorithms lead to discriminatory “filter bubbles,” which, e.g., tend to drastically differentiate the appearance of opportunities on recruitment, housing and job offers for women and black people.

It might be redundant to indicate that these situations are completely opposite to children’s best interests, as they may reinforce vulnerabilities of multiple childhoods, as well as generate threats to youngster’s rights to self-determination and to an equal treatment.

### 2.1.2. Data driven marketing strategies targeted to children

As indicated before, the foundation of data-based business models are economic exploitations. Users’ personal data are as a rule monetized by the commercial use of profiling and automated decision-making, microtargeting of advertising or even by direct data selling to third parties.[[38]](#footnote-38) As participants in the digital environment, thus, children are also significantly impaired by this commercial exploitation predatory structure.

Here, again, vulnerable children are often more broadly and deeply affected by structural threats to their privacy, also regarding the economic exploitation of their data. A recent study conducted in the USA and published by The Journal of the American Medical Association (JAMA Pediatrics)[[39]](#footnote-39) revealed that child-directed mobile applications collect digital identifiers and transmit them to third-party companies – even though that is prohibited by COPPA, the applicable national law in case. The research also detected that children whose parents didn’t have college degrees were two to three times more likely to have their digital information transferred to third parties.

That said, this commercial exploitation translates into methods that include explicit or thinly veiled marketing strategies targeted to children, such as data-driven by ethnicity and race with “culture-coded” content; geotargeting and ”place-based” marketing, including in-store surveillance and point-of-purchase prompting; and new measurement tools to ”micro-moment” messaging. The effectiveness of these strategies is constantly measured by marketers, enabling real-time optimization for impact[[40]](#footnote-40) during persuasive design techniques. Yet, this severe privacy violation again unfolds to other threats to children’s full development, health, and well-being, in frontal opposition to their best interests.

Children are particularly vulnerable to any kind of marketing communication targeted at them. Researches and studies suggest that children up to 6-8 years old do not differentiate between advertising and content, nor do they have the necessary judgement to distinguish fiction from reality and, until they are 12, do not understand the persuasive nature of advertising, what makes them easily influenced by or not able to resist this type of commercial strategy.[[41]](#footnote-41) This is one of the ground reasons why all marketing strategies aimed at children under 12 years old are anti-ethical and hence shall be considered abusive.

As for marketing based on personal data and microtargeting, children’s vulnerability increases significantly – and this vulnerability, in different forms, covers the developmental phase that children from ages 0 to 18 years old go through.[[42]](#footnote-42)

Indeed, it is hard for anyone to comprehend the extent and depth of the persuasive tactics used by marketers when manipulative psychological techniques are coupled with algorithms that calculate the perfect advertisement to show next.[[43]](#footnote-43) There is an unprecedented degree of asymmetry between the persuasive tactics used and the ability of a child to comprehend and resist to them, what makes children highly susceptible to sophisticated marketing techniques of companies whose primary goal is to profit from them, to build brand loyalty since their early age[[44]](#footnote-44) and force them to influence their families on consuming decisions.[[45]](#footnote-45)

Thereby, the American Academy of Pediatrics recently issued a new policy statement expressing “concern about the practice of tracking and using children’s digital behaviour to inform targeted marketing campaigns, which may contribute to health disparities among vulnerable children or populations.”[[46]](#footnote-46)

Besides, when heard about the presence of advertising in the digital universe, children express wide discontent and annoyance. In 2016, a study conducted by the Research Group on the Relationship between Childhood, Youth and Media (GRIM, in Portuguese Grupo de Pesquisa da Relação Infância Juventude e Mídia) of the Brazilian Federal University of Ceará (UFCE)[[47]](#footnote-47) evidenced children’s negative perception in relation to the great amount of advertising displayed in physical and virtual environments they participate in, especially when commercial ads interrupt their moments of leisure:

There is a lot on YouTube, also before the video starts playing, there is advertisement (girl, public school, Brasilia); Anywhere on the computer has advertising. (boy) A lot! (girl, private school, Brasilia) A lot! (boy) Wow! (boy) Lots of. (various, private school, Fortaleza); I don’t like it. (boy) It disturbs even the movies, in the best parts... (girl); I go into settings on Google and Google doesn’t take it away. It’s horrible, because in the best part of movies and series it’s horrible, because it ends in no time, right. (girl) Many. (girl, public school, Sao Paulo); Yes. Several! (private school, Sao Paulo); Only when it makes me angry then I change. (girl) Moderator: And on YouTube, is there advertising? Yes. (several) There is soooo much! (boy, public school, Rio Branco).[[48]](#footnote-48) [free translation]

The study also shows that children often fail to identify the message as advertising persuasion.

Moreover, marketing to children intensifies problems that jeopardize child development such as obesity and chronic non-communicable diseases (NCDs), family stress, violence, early binge drinking and smoking habits, unsustainable consumption behaviours, gender stereotypes and precocious eroticism, materialistic values and several impacts on the enjoyment of cultural rights.[[49]](#footnote-49) That is, children’s exposure to marketing, as a consequence of the violation data based business models presents to their right to privacy, might impact on the fulfilment of other dimensions of their development, such as health, culture and leisure, in direct opposition to the principle of children’s best interests.

Ultimately, cost benefit estimates in Brazil show that the enforcement of the restriction of marketing to children under 12 years old could have important social and economic benefits, resulting in a physically and psychologically healthier population with positive economic results ranging from $61 to $76 billion after 15 years of a full ban,[[50]](#footnote-50) what only reinforces the relevance of restraining data driven advertisement targeted to all children, from 0 to 18 years old.

### 2.1.3. The commercial exploitation in educational services and platforms

Furthermore, it is known that a number of large tech companies that lead data driven business models also operate in the education field (EdTechs), offering schools and public management divisions solutions such as educational digital platforms and data processing and storing services. In the break of the Covid-19 pandemic in Brazil, these private actors rapidly signed several free partnerships with education secretariats for the implementation of their products,[[51]](#footnote-51) which are now being used by millions of students just in Brazil. Google only was responsible for 84% of the systems implemented for public schools on remote learning, considering all 27 Brazilian states and its capital cities.[[52]](#footnote-52)

The education sector leads the ranking of Brazilian start-ups,[[53]](#footnote-53) which is also mostly established on top of this predatory data collection model. Yet under the cloak of innovation, companies have argued that the future of education lies in using data to create personalized versions of content in a kind of "Netflix" education[[54]](#footnote-54) – what could pose severe threats to children’s rights. Moreover, this kind of information raises concerns about the commercial exploitation of educational activities, inserted in the surveillance capitalism structures, which gain more sensitive outlines when, as indicated before, regarding the predatory collection and treatment of children’s data.

The sensitivity of the issue is raised by the nature of education itself – intended as children’s utmost autonomous right, as emancipatory in different ways, including socioeconomically.

It is not in vain that the UN Special Rapporteur in the field of Cultural Rights Farida Shaheed explicitly recommends banning "all commercial advertising in public and private schools, ensuring that curricula are independent of commercial interests."[[55]](#footnote-55)

Therefore, it is fundamental for the safeguard of children’s best interests and children’s right to privacy and to a full development that they are protected from the commercial exploitation of educational activities – that could become, if it is not already, a striking reality as the use of data based products and services in educational contexts advances.

## 2.2. The insufficiency of the consent and age verification approaches

Of course, based on all the issues mentioned above, the empowerment of citizens and the dissemination of digital literacy and safety knowledge are substantive and should be stimulated. The same applies to the enforcement of parental and families’ clarified consent on the collection and use of their children’s data and of age verification approaches.

The problem, however, is that media literacy, consent and age verification standards are often offered as solutions to the pervasive data extraction practices, which they aren’t, especially considering that their outcomes are not instantly perceivable, as well as that opt out of data extraction and profiling choices are not offered in many cases.[[56]](#footnote-56) Also, not consenting to tech companies’ terms of use and privacy policies, in many cases, is not a real option for most citizens – think of the use of educational platforms in the remote learning context of Covid-19, for example.

Furthermore, truth be told, terms of use and privacy policies that internet and technology users must consent tend to be inaccessible to most languages and reading skills.[[57]](#footnote-57)

And even if those documents were rewritten to a better understanding language – what they should be –, children are individuals with evolving capacities who, therefore, have significant obstacles to distinguish in every situation what is best for themselves or fully understand the long term damages the misuse or mistreat of their personal information and intimacy rights may cause. The consideration of age verification and consent standards as the main tools to promote children’s protection, thus, are unfair.

This unfairness is increased in contexts of multiple childhoods and structural inequalities, which struggle against a number of digital inequalities, as reported above; where digital literacy and safety are not widespread; and where not all parents and families have the means to assist children on their internet navigation and teach them on how to protect their rights in the face of predatory data based business models.

Plus, it is also very important to point out that families and children themselves are not the only agents responsible for their own safety and development, and that the relation between users and tech companies is not in any way horizontal or equal.

The Convention on the Rights of the Child establishes that all the decisions made by States and by private actors, such as business enterprises in the digital environment, should always consider children’s evolving capacities, their best interests and the promotion and protection of all their rights.[[58]](#footnote-58)

In summary, the consent and age verification standards must be better balanced with other directives to maximize the promotion of children’s rights. In other words, they are no substitutes for a robust regulatory framework aimed at reducing the exposure of children to all forms of harmful data collection, profiling, and micro-segmentation techniques’ targets.

And, of course, even if they are adequately put into practice, companies are not allowed to violate children’s human rights. In fact, regardless of any kind of consent or age verification standard, all actors are obliged to act in order to fulfil children’s best interests and to provide special attention to children inserted into vulnerable scenarios.

### 2.2.1. The children’s rights-by-design standard

In order to protect all children’s right to privacy and to a full development in search for their best interests, the children’s rights-by-design standard arises, supported by the scope of the Convention on the Rights of the Child.[[59]](#footnote-59)

The children’s rights-by-design approach demands that all actors, including private ones and thus tech business enterprises, digital platforms, apps, connected devices accessed by children – even if not primarily targeted to them –, as well as methods, algorithms and tools needed to endow autonomous agents with the ability to reason about decisions concerning children and their evolving capacities, from design and conception up to the execution phase.

Specifically, as addressed by the present topic of this contribution, the children’s rights-by-design standard grants that data driven business models shall not predatorily exploit children’s data. As doing so, they pose threats to children’s right to privacy, safety and freedoms, and may promote discriminatory and commercial exploitation practices, including in the course of educational activities, which may seriously jeopardize children’s development in different ways and levels, and directly contribute to the reinforcement and deepening of children’s vulnerabilities in contexts of structural inequalities.

Moreover, the children’s rights-by-design standard translates into the following specific recommendations for actors who operate the digital environment and somehow deal with children’s data:[[60]](#footnote-60)

* Integrate the Convention on the Rights of the Child provisions into all appropriate corporate policies and management processes.
* Use an interdisciplinary perspective to achieve the best interests of the child.
* Universal adoption of the best technology and policy available.
* Due diligence of policies and community standards.
* Data minimization.
* Children’s full ownership of their data.
* Commercial-free digital spaces.
* Promotion of meaningful and non-monetizable experiences.
* Nudge techniques in the best interest of the child.
* Safety standards.
* Default high-privacy settings.
* Parental controls and mediation: children should have age appropriate and transparent

information about how it works and how it affects their privacy.

* Right use, play and participate without data collection: options free from children’s data processing.
* Promotion of children’s right to disconnect.
* Adoption of Children’s Data Protection Impact Assessments.
* Detrimental use of data: processing children’s data should be always in their best interests.
* Transparency, accessibility and legibility of terms of use and privacy policies.
* No data sharing.

Ultimately, we hereby recommend the acknowledgement that children’s data collection for profiling and micro-segmentation commercial purposes – which is any form of automated processing of personal data that consists on applying a ”profile” to a child, particularly in order to take decisions concerning the child or to analyse or predict his/her personal preferences, behaviour and attitudes in order to insert them in persuasive design strategies, should be prohibited.

# 3. The collection of children biometric data in public services

In the last few years, the use of biometric data in public services has increased in Brazil. New technologies have been incorporated in citizens’ everyday lives, from birth (through biometric registration of the new-born) through life, as by means of monitoring and facial recognition in public schools, public spaces, public transportation, public health facilities, etc.

For ages, in the name of promoting children’s health and the development of education, childhood has been subjected to close monitoring by government authorities (LUPTON; WILLIAMSON, 2017)[[61]](#footnote-61). The development of new technologies has allowed the massive collection of personal data information and monitoring children’s lives. Even though this kind of technology may present potential benefits – such as preventing cases of illegal adoption and child abduction, for example –, it raises concerns about the risks associated with the use of biometric technologies and how it can affect children’s privacy (UNICEF, 2019)[[62]](#footnote-62), especially those that rely on public policies for the exercise of rights.

Usually, the public debate on biometric data in Brazil diverges from the international discussion. Public authorities argue that biometric identification, even a child’s biometric ID, is central to social welfare programs, fraud prevention, de-bureaucratization, modernization, and citizenship consolidation (KANASHIRO, 2011). There is still little debate on potential privacy risks linked to the extensive use of biometric data in public policies, especially on children’s privacy.

Even though there is no specific definition of biometric data in Brazilian legislation,[[63]](#footnote-63) our General Data Protection Law considers biometric data as sensitive data. This kind of data is subject to restrictive processing conditions. The use of sensitive personal data requires “specific and detached consent, for the specific purposes” (article 11). However, for the public administration’s execution of public policies provided in laws or regulations, the law allows the processing of sensitive data without consent from the data subject.

In Brazil, the processing of children’s and adolescents’ data is subjected to a particular regulatory regime. According to the General Data Protection Law, the processing of data belonging to children and adolescents “shall be done in their best interest” and processing children’s data “shall be done with specific and highlighted consent given by at least one of the parents or the legal representative”. Consent may be waived for the children’s data collection when necessary to contact parents or for their protection, but the data may not be transferred to third parties. To the law, a child is a person below 12 years old, and an adolescent is a person between 12 and 18 years old.

In this section, we will discuss the incorporation of these new biometric technologies in public policies in Brazil and the impacts of their expansive use on children’s privacy.

## 3.1 Birth registration

In 2018, the Ministry of Health issued the ordinance n° 248,[[64]](#footnote-64) which makes mandatory the hand identification of all Brazilian new-borns and the mother’s biometric identification. The ordinance was a request by the National Council of Justice (Conselho Nacional de Justiça – CNJ). According to CNJ,[[65]](#footnote-65) the purpose of the new registration is to start collecting data for the National Civil Identification[[66]](#footnote-66) from birth, thereby expanding to the national database. Besides, this kind of registration would help to prevent children’s disappearance and human trafficking. The ordinance stemmed from a Federal District program called “Little Citizen”, created by the District Law nº. 5.804/2017.

Some Brazilian hospitals started to implement biometric registration; the first was the Military Police Hospital, in the state of Minas Gerais.[[67]](#footnote-67) The biometric system collects data from the new-born's palm while still in the delivery room. It is automatically linked to the mother or legal guardian’s data and sent to the Live Births Declaration. Without the biometric registration, the new-born can’t leave the maternity hospital.

A Brazilian company called Griaule developed the biometric system implemented in the Military Police Hospital. Besides the biometric birth registration, Griaule is also responsible for implementing biometrics in Brazilian voter ID, the biometric identification of Caixa Econômica Federal[[68]](#footnote-68) cash machines, and is also used by a few state law enforcement agencies for forensic investigation. According to João Weber, Griaule’s director, “almost the entire [Brazilian] population has had contact with our technology. Sometimes without knowing.”[[69]](#footnote-69)

Other states in Brazil have been implementing biometric birth registration. In Goiás, the healthcare system for government employees called Ipasgo[[70]](#footnote-70) launched the program Ipasgo Baby. Through biometric birth registration in the maternity hospital, it would automatically include the new-born in the healthcare system. This program was developed with the Department of Public Safety and the Court of Appeals of Goiás. The biometric database of new-borns will be included in the Civil Police biometric identification database.[[71]](#footnote-71) According to Ipasgo’s president, the purpose of the program is to prevent illegal adoptions, child exchanges and to “ensure greater security in the process of identifying new-borns, as well as in the Civil Police's biometric identification database, which will increase the likelihood of resolving future inquiries”.[[72]](#footnote-72)

We also registered, in Brazil, the first blockchain certificate in the world. In 2019, a baby born at the São José Health House in Rio de Janeiro was registered on a blockchain through biometric identification during a pilot project. To make it possible, the 5th Civil Registry of Natural People and the Health House partnered with Growth Tech’s Notary Ledgers network, which provides registry services through the IBM blockchain system. The blockchain certificate also held a biometric facial recognition of the baby.[[73]](#footnote-73)

The main argument mobilized by those who defend the biometric registration of new-borns concerns fraud prevention. According to this reasoning line, the biometric registration would prevent illegal adoptions[[74]](#footnote-74) – popularly known as “Brazilian style adoption” (adoção à brasileira) –, in which the adoptive family registers a child without due legal process. Frequently, the adopting family registers the baby as their biological child. The biometric technology would also prevent the abduction, sale, or trafficking of children. Besides the allegations concerning fraud prevention, another argument mobilized in favour of biometric birth registration is that it could combat unnecessary bureaucracy in children's birth registration, making it faster and easier.

Even though the concerns about frauds on child registration, illegal adoptions, and the prevention of the abduction, sale, or trafficking of children are legitimate, the extension of the biometric birth registration programs in Brazil raises serious questions. Here are some of them:

**(i) Unequal exposure to biometric data collection, unequal distribution of privacy.** The technology is being incorporated first and foremost in facilities that carry out public policies, and in a non-optional way. That is, the collection of biometric data has been constituted as a condition of access to services and the exercise of rights. This impacts mainly children who rely on these policies for their full development.

**(ii)** **Failure to comply with purpose limitation and data minimization.** I.e., the equacy, relevance, and necessity of biometric data to effectively avoid such practices – if that is indeed the specified purpose. As mentioned, in the implementation of the biometric birth registration, public authorities argue that the biometric identification would help prevent fraud and other crimes, but also “expand the national biometric database” and “the Civil Police biometric identification database.”

According to the Brazilian law, sensitive data should be processed only if it is in the best interest of the child and the purpose could not reasonably be fulfilled by other means, i.e., when the processing is indispensable for the implementation, by the public administration, of public policies provided by laws or regulations (LGPD, art. 11, II, b). International studies indicate that the prevalence of child abduction in maternity hospitals is not high and can be prevented by facility policies and procedures, such as the use of secure numbered bands in the baby and mother, the implementation of security tags or abduction alarm systems, the identification of the staff in direct contact with children, the access control to the facility, etc. The choice of adopting such invasive technologies to children’s data and privacy without solid evidence of adequacy, necessity, their short and long term benefits, fail to fulfil the children’s best interests.

**(iii) Lack of transparency and security safeguards.** As parents and legal representatives' consent are dispensed and the biometric identification is not optional where it has been established, there are doubts on whether information relating to the processing is made easily accessible. Moreover, the lack of transparency regarding the protocols on data security and data sharing between other government agencies and private entities leaves doubts about the adequate protection of this data, which, by the way, if improperly accessed, may even facilitate the practices it aims to avoid.

## 3.2 Digital education policies

### 3.2.1 Facial recognition and biometrics in school presence checks

Since 2011,[[75]](#footnote-75) Brazilian public authorities have been implementing facial recognition technology in public policies, focusing mainly on four areas: education, transport, border control, and public security. In the educational field, schools have been using facial and biometric recognition to monitor students, professors, and school employees’ presence checks.

In 2014, the Municipal School Antônio Inácio Furtado Polo, in Mato Grosso do Sul state, implemented the Digital School Attendance program, in which a sensor identifies the students through facial recognition.[[76]](#footnote-76) The student attendance is automatically confirmed, and the information is sent to a data centre. At this school, the program also checked the professors’ and employees’ presence, and the data about their attendance is sent to the Ministry of Education. At the time of implementation, the possibility of integrating Digital School Attendance with the social welfare program Bolsa Família[[77]](#footnote-77) and with the Tutelary Council was present, but it never happened.

Several municipal schools,[[78]](#footnote-78) in different states, replicated the attendance-checking model and implemented facial recognition systems. These programs recognize the students’ facial biometric data and associate it with other personal information the school holds, such as the student’s name, home address, name and phone number of the legal guardians, and student performance data. Parents receive an electronic report about their child and get notifications in case of absence.

Public authorities justify the implementation of facial recognition technologies for monitoring attendance based on three main arguments:

**(i) For security purposes:** parents are assured that their children are at school, and students are prevented from leaving school without authorization.

**(ii) To make attendance monitoring simpler:** professors would be saved the burden of checking attendance themselves, which, according to education policy managers, takes about 15 minutes of class time.

**(iii) To avoid wasting food,** since schools can count and predict the exact number of meals to prepare.

### 3.2.2 Biometric recognition in admission test for colleges and universities

Admission to public colleges and universities in Brazil is also subject to biometric collection and facial recognition. The National High School Exam, popularly known as Enem, is the main exam for admission in federal universities and it can be used to obtain scholarships and financing in private colleges.[[79]](#footnote-79) Since 2016, the National Institute of Educational Studies and Research Anísio Teixeira (Inep), a federal agency linked to the Ministry of Education (MEC), that organizes the exam, has been implementing the collection of biometric data from students who undertake the Enem. In 2017, the public notice of the exam established that “the participant who refuses, unreasonably, to collect the biometric data will be eliminated from the exam”.[[80]](#footnote-80) According to Inep, this measure would prevent other people from taking the exam for participants.

In 2020, Inep announced that Enem would also have a digital version. Starting this year, in addition to the printed tests, Enem will also be applied through digital platforms.[[81]](#footnote-81) For the validation of a student's participation in the Digital Enem, facial recognition will be used. According to Camilo Mussi, director of Information Technology and Educational Information Dissemination at Inep, for the safety of the test, there will be a lot of “encryption layers.”

However, no information was given regarding data processing. Inep did not communicate publicly what would be considered “reasonable refusal” in case of biometric identification or what are the “encryption layers” implemented in its facial recognition system.

In state colleges, such as University of São Paulo (USP) and University of Campinas (Unicamp), facial recognition has been implemented in its own admission tests. In 2020, University Foundation for Exams (Fuvest), responsible for the USP admission tests, used facial recognition to identify students.[[82]](#footnote-82) The new system replaced biometric collection. According to Fuvest, facial recognition would enhance security and speed up the identification of students. Similarly, and under the same justifications, Unicamp adopted facial recognition technologies to identify students in the 2020 admission exams.[[83]](#footnote-83)

There are reports of fraud and data breach in these admission tests, especially concerning Enem. However, most frauds are related to test leaking,[[84]](#footnote-84) cheating and electronic transmissions of the answers to participants.[[85]](#footnote-85) Cases of other people taking the exam for participants – which, according to the exams’ organizers, would justify the use of facial recognition technology – are extremely rare.

Again, even though some of the concerns that justify such measures are legitimate, the massive incorporation of biometric technology in educational policies raises serious questions, as:

**(i)** **Unequal exposure to biometric data collection, unequal distribution of privacy.** Although college admission tests affect all children in a broad spectrum of classes and backgrounds, the absorption of technology in public schools for presence checking disproportionately affects children in socioeconomic vulnerability. As in the previous section, the technology is being incorporated in a non-optional way, as a condition of access to services and the exercise of rights.

**(ii)** **Failure to comply with purpose limitation and data minimization.** I.e., the adequacy, relevance, and necessity of biometric data to effectively avoid the alleged harms – if that is indeed the specified purpose.

**(iii) Lack of transparency and security safeguards.**

## 3.3 Monitoring public spaces and public means of transportation

In different locations, municipal and intercity buses, and subways, and trains have adopted facial recognition technologies, especially for validating tickets.

In Brazil, children under 5 years old[[86]](#footnote-86) and people with disabilities have the right to free public transportation and students have the right to a scholar pass.[[87]](#footnote-87) Beneficiaries must possess an ID card with a pass chip to enjoy such rights. Many cities around Brazil started to implement facial recognition in buses to assert identity and prevent third parties from using the free card pass. When going through the turnstile, if the facial recognition system doesn’t match the person with the ID card, the system blocks the card. In some cities, this system failed to identify children with disabilities.[[88]](#footnote-88) According to parents, the height of the facial recognition camera prevented children from reaching it for identification and, as a result, the ID card was blocked. To unlock the ID card, parents must pay a fee.

In 2018, ViaQuatro, a private company that holds a public-private partnership to operate one of the subway lines in São Paulo, implemented a technology called “Digital Interactive Doors.” That technology recognizes the human presence and identifies emotions, gender, and age of the subway passengers without the subject's consent or any signalling about cameras. It was implemented for advertising purposes, disregarding the General Data Protection Law. After IDEC, a consumer rights organization, filed a lawsuit against ViaQuatro, the Court of Appeals of São Paulo ruled that the company must remove cameras and biometric recognition from subway stations. ViaQuatro appealed the decision, which is still on trial.[[89]](#footnote-89) To address children’s privacy, Alana Institute filed an *amicus* brief in the case of ViaQuatro. According to Alana, the Digital Interactive Doors facial recognition system can identify children – adding to the data that the company already holds on students for the scholar pass. Furthermore, since the system is implemented in a public space, it would collect children’s data without legal representative consent. In addition to all these problems, recognizing emotional reactions for advertising violates the principle of a child’s best interest (Convention on the Rights of the Child, Federal Constitution, Article 277 and Data Protection Law, Article 14). Children should not be the object of research for advertising purposes, especially with public authorities’ endorsement.

In 2019, the São Paulo Subway, after a bidding process,[[90]](#footnote-90) bought a facial recognition system for the amount of R$58 million. The system would be implemented in three subway lines that would affect approximately 3.7 million passengers.[[91]](#footnote-91) The technology was purchased without any public discussion about the possible impacts and there was little transparency under the purchase process. IDEC, among other civil rights organizations,[[92]](#footnote-92) filed a lawsuit[[93]](#footnote-93) against São Paulo Subway demanding information on the purchase and implementation of the facial recognition cameras. The first instance judge demanded that the Subway reports on system reliability, the motivation for its implementation and what data will be collected and stored. About children’s rights, the court ruled that the Subway must explain “how to obtain consent from parents and guardians of the personal data of children and adolescents.” However, São Paulo did not produce the legally required report and didn’t develop any data protection policy for children and adolescents.[[94]](#footnote-94)

## 3.4 Risks and impacts on children privacy

The Brazilian Federal Constitution, promulgated in 1988 after a long dictatorial period, enshrined full protection of children and adolescents, aligned with the provisions of the Convention on the Rights of the Child. Children's rights must be guaranteed by ensuring their best interest and their absolute priority. In this regard, biometrics, if and for it to be implemented, must conform to the children’s full protection.

According to the General Data Protection Law, the processing of personal data must comply with the purpose limitation principle, that establishes that processing should be done “for legitimate, specific and explicit purposes of which the data subject is informed, with no possibility of subsequent processing that is incompatible with these purposes” (Article 6, I) and the data minimization principle, which means that the processing of personal data should be done with the “minimum necessary to achieve its purposes, covering data that are relevant, proportional and non-excessive in relation to the purposes of the data processing” (Article 6, III).

Under general and vague justifications, such as “expanding the national database,” “fraud and crime prevention,” “security purposes and “modernization,” “time savings in presence check,” and “food saving,” Brazilian public authorities have been imposing biometric identification since early ages, without a consistent discussion about data security and the lifelong risks.

The extensive use of biometrics, disregarding the principles above, raises serious concern on children’s privacy. These technologies present risks related to identity theft and misuse of personal information, for example. In public services, inaccuracies can hinder individuals’ access to services, such as Brazil’s public transportation cases. Still, there are risks related to theft or loss of databases, whose risks are even greater in the case of biometric data, since these data are permanently associated with an individual (UNICEF, 2017)[[95]](#footnote-95). Moreover, the processing of this data is often carried out with the participation of private actors, without the terms of this collaboration being submitted to public scrutiny.

In addition to errors and misuse of data, there are still concerns about legal uses of biometric data. In 2019, president Jair Bolsonaro signed the Decree nº 10.046/2019, that creates Citizen Base Register (in portuguese, Cadastro Base do Cidadão), that allows sharing databases between federal public administration agencies, for the purpose of “simplifying the provision of public services” (Article 1). As previously pointed out by InternetLab studies, this broad access to personal data (that includes biographic, biometric and registration data) by agencies of the federal public administration could reduce “the possibilities of control over who – and for which purposes – accesses data'' (FRAGOSO; MASSARO, 2019). This enfeeblement of democratic control of access to personal data presents risks, such as profiling, discrimination, surveillance, and unfair control.[[96]](#footnote-96) These risks are even greater with data accumulated over a lifetime, since birth, and in an unequal way. Although Brazil's multiple childhoods are affected, those that rely most heavily on public policies are submitted to early collection, exposed to the associated risk, and subtracted from the possibility of developing informational self-determination on account of their vulnerability. Thus, implementing biometric birth registration, for instance, implicates strengthening datafication of public policies and a large surveillance state.

The use of biometrics technology may present benefits under some circumstances, but it must be implemented in compliance with data privacy and the best interest of children. That is, the processing of children’s sensitive personal data should be lawful, transparent, including aspects related to risks, rules, safeguards, and rights. The specific purposes should be explicit, determined and aligned with the child’s best interest – and not reasonably be fulfillable by other means; the data should be adequate, relevant, and limited to the absolute necessary. Appropriate security and confidentiality should be ensured, and unauthorized access prevented. A massive biometric identification program, as has been designed in Brazil, seems to fail this test.

# 4. Children’s sexual, reproductive, and digital rights

### 4.1.1. A brief contextualization of violence against children formal data

According to the "Human Rights Hotline – Report 2019,”[[97]](#footnote-97) produced by the federal government, there were 86.837 reports of human rights violations against children in 2018. The primary forms of violations were negligence, psychological, physical, sexual and institutional violence, and labour exploitation. Negligence was the most performed form of violation against children. Furthermore, close family members, such as mother, father, stepfather, and uncle, are the most usual performers of violations against children. This information is compatible with the data about the places where the breaches happen, i.e., victims or suspects' homes.

The report shows that, while the mothers appeared as the main responsible for negligence (56%), fathers and stepfathers appeared as the primary suspects for sexual violence (40%). The differences between violations perpetrated by men and women are signals of how gender inequalities play out in Brazilian culture.

The victims were 55% female and 45% male; their ages were distributed between 0 to 17 years old. Male victims were concentrated between the ages of 4 and 7, and between 8 and 11 years old. When the victims are female, they distribute uniformly between the ages of 0 to 17. However, the report demonstrated that female children victimization is more visible than male children. When it comes to sexual violence, victims are majorly female (82%).

Moreover, black children are 57% of the victims, and white children, 42%. Then, it is possible to point out that gender and racial differences are vital social markers in Brazil, influencing how the different violations are addressed to each group of children.

### 4.1.2. Sexual education for children and "gender ideology"

According to Santiago (2020), sexual violence against children is related to Brazilian society’s indifference towards children's right to privacy. Children's bodies are often treated as public. In some country regions, it is common to show and comment about babies' genitals, change diapers in public, and force kids to sit on strangers’ laps. Consequently, violent situations are normalized and not perceived as violence.[[98]](#footnote-98) This kind of behaviour from adults prevents children from constructing self-protection and understanding what violence is (SANTIAGO, 2020).

Despite the data about violence against children, to whom sexual violence is a brutal violation, there is no agreement about teaching sexual and reproductive rights at school.[[99]](#footnote-99) Recently, the rise of conservative politics placed Brazil's human rights, including children's rights, under attack.

In this context, a campaign against what is called “gender ideology” took off. These claims are used by religious activists to prevent the discussion about gender inequalities, including sexual violence, preserve a particular understanding of Christian moral values, and reaffirm the biological determination of sex at birth and heteronormativity (BRANDÃO; CABRAL, 2019).

Since 2014, conservative politicians have proposed several bills at the National Congress and the state legislative houses defending the prohibition of discussing gender and sexuality issues in schools. These bills put at risk notions like security, privacy, and children’s human rights.[[100]](#footnote-100)

Moreover, the bills open the possibility that children do not recognize the events as violations. A recent case was exemplary: after a sexual education class, a 9-year-old child reported that her grandfather abused her. The case reinforced the debate in favour of sexual education at schools.[[101]](#footnote-101)

In addition, it is essential to consider that Jair Bolsonaro's presidency has been reinforcing notions like “gender ideology”and against teaching themes related to gender, diversity, and sexuality in the country's public schools. Since many of vulnerable children attend public schools, they are the most affected.[[102]](#footnote-102)

## 4.2. The dispute about reproductive rights and exposure of children's privacy

Abortion in Brazil is allowed in three cases: when the mother's life is at risk, when the pregnancy results from rape, and when the fetus has an anencephaly condition (Supreme Court decision in 2012). Still, several bills have been proposed to narrow or obstacle the possibilities of abortion or prohibit its practice altogether by women and children in any case. More specifically, 89 prohibition bills were proposed from 1989 until 2016[[103]](#footnote-103) against only one proposal to decriminalize it since 2011.[[104]](#footnote-104)

One of those bills is worthy of detailing: nº 478/2007, known as the Statute of the Unborn Child, that grants full legal protection to the unborn child since his conception. According to it, the State or individuals are prevented from causing “any harm to the unborn child due to a criminal act committed by any of its parents” (Article 12), thereby prohibiting the woman's right to abortion even in rape cases. In pregnancy resulted from rape, the bill establishes that the pregnant woman should receive psychological care and that the child should receive financial support until 18 years old. If the genitor – the man accused of rape – is found, he will be responsible for paying for child support. If unidentified, the State should bear the costs. In cases of sexual violence, if, after birth, the mother puts the child up for adoption, the baby will have a “priority right to adoption.”[[105]](#footnote-105)

The main argument of supporters against abortion is life defence. From their perspective, all children's lives must be considered, and fetuses, regardless of the gestational age, are understood as children. However, when children are pregnant as a result of rape, a contradiction appears: the fetuses' life is prioritized over the girl's, what raises questions over the actual fulfilment of children’s best interests and right to a healthy and complete development.

Recently, a tragic case was an example of the notion of life protection. A 10-year-old girl was pregnant because of a series of rapes committed by her uncle. This child suffered from different acts of violence, including sexual violation, State negligence, and privacy violation. When the pregnancy was discovered, the child told the police that her uncle, a 33-year-old man, had abused her. The abuses started when the girl was 6 years old and she had been afraid of talking about it.

The girl's case fulfilled Brazilian law abortion requirements, but she needed to fly more than 900 miles to another city to undergo the procedure because of her city’s hospital denial to do so. The child’s personal data was spread on social media by anti-abortion activists. When the child arrived at the hospital to undergo the procedure, she was harassed by religious extremists.[[106]](#footnote-106) Damares Alves, the above-mentioned Minister of Women, Family and Human Rights, is being investigated for having personally participated in the obstacles created and in the illegal leak of the girl’s personal data.[[107]](#footnote-107)

### 4.2.1. The violence against children in a pandemic scenario

If the violation of rights has been part of children's experience in "normal" conditions, there has been an escalation of this problem during the Covid-19 pandemic. Firstly, it is significant to mention that, in September 2020, the majority of Brazilian public and private schools continue to be closed due to the pandemic. The recommendation of the National Council of Education is that each place decide its best way to deal with the problem. On account of the isolation politics, the use of the internet became essential to education, in a context of deep unequal access.[[108]](#footnote-108)

As mentioned above, 4.8 million children between 9 to 17 years old don't have access to the internet at home in Brazil. Some of them used to access the internet at school, but that is not possible at this moment because they are closed. Many of those who are connected have only mobile phone access.

More children are spending time only with their families and are closer to those who commit violations against them, such as father, stepfather, uncle, or mother. Moreover, social services responsible for receiving complaints of violence are also closed or underperforming, and therefore children have fewer opportunities to report. According to the Human Rights Hotline, there has been a decrease in reports during the quarantine – from 1.408 in February 2020 to 1.152 in April 2020. But the data points out to the reduction of reports, not crimes.[[109]](#footnote-109)

While the reports decrease, the number of abortions performed on pregnant children who were abused increased. In Sao Paulo, the largest city of the country, 45% of Pérola Byington Hospital attendance – a hospital responsible for supporting sexual violence victims – was addressed to children under the age of 11. Furthermore, while in the first semester of 2019 there were 190 practices of interrupting pregnancies, in the same period of 2020, 275 abortions were completed in victims of 11 years old.[[110]](#footnote-110)

Separately from the violence mentioned above, it is necessary to take into consideration the fact that abuse and sexual violence against children also took place in other ways in this period. Since part of this group spent more time on the internet, they became more susceptible to other violations,[[111]](#footnote-111) such as dissemination of intimate images, paedophilia, and cyberbullying.[[112]](#footnote-112)

### 4.2.2 Security issues in judicial data

According to the Brazilian legislation, the judicial procedure shall be guided by the principle of publicity of trials (Federal Constitution, article 93, XI), decisions and case records (Code of Civil Procedure, Article 189). There are, however, exceptions. In cases that concern children, several rules guarantee the right to privacy in the judicial process, such as the Statute of the Child and Adolescent (articles 70, 100, and 45) and the Law nº 13.431/2017.

Although granted by law, the judicial confidentiality in Brazil has been weakened in the context of a datafied justice. Legal protections are no longer sufficient, and the electronic systems deployed are proving to be inadequate in their design to prevent the leakage of sensitive information. Generally, the case is indexed in the courts' search system, allowing whoever has any other information to de-anonymize the person involved. The decisions can be found – with cover data usually omitted –; perhaps not in the mechanisms of procedural consultation, but in searches of jurisprudence by entering the type of crime, name of the aggressor and case number. It may also be that the decision itself delivers the information when revealing some other personal data that allows identification. Finally, there is no consistency in the anonymization tools and procedures used. For instance, names are covered by stripes that are easily removed by anyone with technological knowledge; names and documents are sometimes hidden in parts of the decision, but not all the times they appear; subpoenas may reveal the name of the aggressor, which easily leads to the name of the victim.

In the previous case mentioned, the 10-year-old girl who suffered sexual violation had the abortion authorized by the Judiciary. Although the judicial confidentiality was applicable and formally in place, her name was exposed on social media, as well as the hospital where the procedure would be performed and the name of the doctor in charge. There are still doubts as to how the access to confidential information was obtained. The case, however, is not an exception.[[113]](#footnote-113)

Thus, although it is a consensus that children should have intimacy and personal data protected when they are victims or witnesses of violence, the judicial system has not been able to guarantee that in a context of increasing datafication. As a result, vulnerable and already victimized children, including girls who are victims of violence, are exposed and re-victimized by the publicity of the cases.

## 4.3. Threats to intimacy, health, and wellbeing through breaches of privacy

### 4.3.1. Problems in the legislation and case law on intimate images of children

The non-consensual dissemination of intimate images (NCII), also known by the defective term “revenge porn,” refers to the practice of circulating private sexual photos or videos online – and it is, therefore, a breach of privacy. While it can victimize anyone, it mostly involves the violation of women and girls, making it a gendered kind of violence.

In Brazil, the media and the public opinion raised the issue in mid-2013, the year when, within a week, two teenagers committed suicide after having their intimate images spread across the internet. Since then, a specific intermediary liability rule was approved to tackle such cases (within Brazil's Civil Rights Framework for the Internet, or, in Portuguese, Marco Civil da Internet, from 2014), and a criminal offense was introduced into the penal code.

When the victim is younger than 18, the criminal case falls under the Statute of the Child and Adolescent (Law nº 8.069/90).[[114]](#footnote-114) NCII is then prosecuted as child pornography (241-B), a crime that encompasses even the possession of pornographic or explicit sex scenes. Explicit sex scenes are defined narrowly (241-E) as “explicit sexual activities, real or simulated, or exposure of genital organs of a child or adolescent for primarily sexual purposes.”

An InternetLab’s research from 2016 revealed that cases involving children and adolescents were half of the criminal cases in the Court of Appeals of São Paulo. Counterintuitively, the rate of condemnations was far lower than that of adult victims.[[115]](#footnote-115)

One of the reasons was that pornography is so narrowly defined that several images that would be considered intimate are excluded from its scope. Often aggressors would be absolved under the argument of ignorance that the victim was under 18, and therefore the law would not apply to it. Between the lines of legal decisions, it was also possible to read that judges were wary of punishing NCII as child pornography because of how severe and stigmatized that offense is. Such crime raises the imaginary figure of the paedophile, who not necessarily resembles the one who disseminated images of a naked adolescent.

### 4.3.2. Lack of policies for protection and prevention and class-related obstacles

The same research analysed a case known as the “TOP 10” through a case study in the peripheral districts of Grajaú and Parelheiros, in São Paulo, low-income areas with a low level of public services and facilities. Although it had been a practice for many years “away from the eyes of adults,”[[116]](#footnote-116) it was only in May 2015 that the Brazilian media began reporting on the dissemination of “slut-shaming” lists of adolescents between 12 to 15 years old within schools.

These lists involved videos scoring girls and supposedly describing details of their sexual lives, produced from images of teenage girls downloaded off the internet without their permission, then posted on YouTube or shared on WhatsApp and (less frequently) on Facebook. Videos containing some level of nudity were shared on WhatsApp only, to avoid YouTube's and Facebook’s take-down policy on nudity. The phenomenon was so widespread that phrases relating to the videos started to appear as graffiti on school walls and led to physical abuse and harassment of the girls depicted.

The media became interested after hearing about suicide attempts in the districts of Parelheiros and Grajaú, and their initiatives to report on the issue led to privacy violations and the renewed infringement of the adolescents and these girls’ rights, because of their lack of concern for truly preserving anonymity. TOP 10 cases pointed out other impacts such as school dropout, depression, moving neighbourhoods, as well as long-term emotional harm to the girls involved.

The study also calles attention to the absence of instances for counselling and conflict-solving within public schools and health units, and the hardships that victims faced to refer to their families for help due to conservatism. Because of that, classes and school played an important role because of the state’s absence in the peripheries, and police violence’s pervasiveness. Sexual education comes in again as an essential subject.

Local feminist activists were critical of criminal agendas; they draw attention to the adults’ role in incentivizing boys to expose and stigmatize girls, and betted on the power of public campaigns, workshops, and a positive agenda for public policies.[[117]](#footnote-117)

# 5. Concluding remarks

Considering the foregoing, essentially, this contribution intends to draw attention to a series of current issues and movements that directly affect children throughout the world – and, particularly, Brazilian children. By doing so, our primary purpose is to point out the coexistence of multiple childhoods and the need to thoughtfully consider that actually reaching the goal of perceiving children’s best interests depends on acknowledging that not all children are impacted by actions and omissions in the same way.

It is fundamental to consider that, in contexts of structural inequalities, privacy-related violations affect vulnerable children the most, whatever is the source of this vulnerability: socioeconomic, gender, ethnic/racial, territorial, etc. Thus, it is vital that vulnerable children are taken and considered in their uniqueness by all social actors, who shall take measures for their protection and the promotion of their rights, leaving aside the unfair and exceeded thesis that only children’s families are responsible for their utmost wellbeing.

Ultimately, it is additionally essential to recognize that children's right to privacy convert into different layers and spheres, as a dynamic concept, relating to children’s commercial exploitation, surveillance and general experiences. In addition, it undoubtedly impacts other arenas of their lives, directly affecting their right to a full development, as provisioned by the Convention on the Rights of the Child, and hence deserves special protection and attention.
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