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This submission is prepared in response to the Special Rapporteur on the Right to Privacy’s call for submissions to inform a report on the privacy rights of children and how this interacts with the interests of others as the child develops the capacity for autonomy.

This submission addresses a particular privacy-related issue in relation to children and young people – namely the publication and sharing of images (photographs or video) of children where ongoing publication (or ability to view/access the image) is unwanted by the image subject (for convenience, I will term this ‘unwanted distribution’). It is suggested that the unwanted distribution of images may impact on the development of a child’s self-esteem, autonomy and relationships, particularly in the online environment, and thus the child’s overall psychosocial development.

It is submitted that the unwanted distribution of images has a potentially detrimental impact on development even where the image in question is not objectively harmful, offensive or embarrassing. This is significant because the ability to obtain legal redress for unwanted distribution of an image (including the ‘take down’ of an image) often depends on an image subject or their representative being able to establish that the image itself, or its distribution is, *objectively* harmful, offensive or invasive.

Recognising the potential impact of unwanted distribution of an image (even where that is ‘benign’) on child development can inform the way in which existing legal actions or avenues of redress related to the distribution of images are interpreted and applied. It can also inform the question of whether new legal responses to the issue of unwanted distribution of images are warranted.

# Unwanted online distribution of images as a privacy issue

Unwanted online distribution of images can be conceptualised as a privacy issue.

While there is no unitary definition of privacy, a number of scholars argue that privacy is best understood as being about control, whether in relation to certain domains (such as personal information) or, more generally, in the sense of controlling access to self in general[[1]](#footnote-1) or the management of social interaction.[[2]](#footnote-2) If privacy is understood in terms of control or choice over ‘when, how and to what extent’[[3]](#footnote-3) information about oneself is communicated to others, the unwanted online distribution of images of oneself, in so far as that implies a lack of control or choice, is properly conceptualised as a privacy problem.

# Why focus on images?

This submission focusses on images (rather than other sources of information) because images are a powerful medium of communication, as well as a rich source of information.

1. Research into cyberbullying has consistently found that images are the most impactful form of cyberbullying.[[4]](#footnote-4) One reason given for this by those who experience cyberbullying is the ‘concreteness effect’ of an image: that is photographs and videos capture people in poses, expressions and situations that may only have been fleeting but which are then preserved, possibly indefinitely.[[5]](#footnote-5) In its discussion paper on unauthorised photographs, the Australian Standing Committee of Attorneys General (SCAG) observed that ‘while a person might be comfortable presenting themselves in a particular way on a beach, a photograph, which facilitates a permanent image, provides a broader context for those images’[[6]](#footnote-6) and may allow for ‘ongoing objectification of the subject, and therefore ongoing harm.’[[7]](#footnote-7) Westin has described the impact of being photographed, filmed or subject to surveillance in terms of individuals no longer being able to ‘merge into the “situational landscape”’[[8]](#footnote-8) and in *Douglas & Ors v Hello! Ltd & Ors* the court described photographs as a particularly intrusive means of invading privacy.[[9]](#footnote-9)
2. While any image conveys visual information, a digital image often contains embedded information not observable on its face (metadata). As is noted in Facebook’s Data Policy:

We collect the content, communications and other information you provide when you use our Products, including when you sign up for an account, create or share content and message or communicate with others. This can include information in or about the content that you provide (e.g. metadata), such as the location of a photo or the date a file was created.[[10]](#footnote-10)

1. Digital or online images can be used to construct new information. For example, face recognition technology can sometimes be used to identify an image subject, or applied to create a ‘face print’ of the image subject that can be used to identify them from future images.[[11]](#footnote-11) Given the metadata associated with certain images, and the fact that images can be used to create new information (such as face prints), images are potentially very valuable to an organisation. In fact, the photographs on Facebook have been described as its ‘most vital assets’.[[12]](#footnote-12)
2. There is also an ‘innate connection’ between a person and their physical characteristics[[13]](#footnote-13) which might explain why many individuals believe they have a strong moral claim to the way their persona is represented, or objectified, by way of an image. Moral claims to one’s image (or the way one is represented) are often asserted regardless of whether the capture or use of the image is experienced as a violation of privacy, or whether it manifests in physical, mental or emotional harm. The idea of a ‘moral claim’ over how we are represented visually may go some way to explaining why the unwanted use of one’s image can be experienced as a violation of one’s autonomy — as further outlined below. It may also explain why people feel, among other things, ‘violated’ and ‘hurt’ upon being photographed, or discovering photographs or videos of themselves being published without their knowledge and consent.[[14]](#footnote-14)

# The views of children

This submission does not include first-hand views of children on the issue of unwanted distribution of images of themselves. Instead, it is simply acknowledged that it is essential that these views be actively sought and heard.

While there is evidence to suggest that young people are concerned about losing control over photographs and videos of themselves, especially when these are shared online,[[15]](#footnote-15) it is also important to acknowledge that more work needs to be done to seek out these views. It is also important to recognise that that ‘children’s experiences differ markedly around the world’[[16]](#footnote-16) and that different concerns are likely to apply depending on geographic and cultural context, as well as among different age groups.

# Potential impact of unwanted distribution of images on a child’s development

Images create certain impressions about those whom they depict. As noted by Leary and Kowalski, ‘the impressions people make on others have implications for how others perceive, evaluate and treat them, as well as for their own view of themselves.’[[17]](#footnote-17) Accordingly, impression management is implicated in the development of self and identity, and has implications for a person’s self-concept and self-esteem, as well as the way in which a person relates to others and, in turn, the development and quality of relationships.[[18]](#footnote-18)

Creating a favourable impression upon others is particularly important where those others are considered ‘significant’.[[19]](#footnote-19) Research has found that the views of peers are especially important to children and young people, and that peer disapproval and rejection corresponds with a number of negative future emotional and behavioural outcomes.[[20]](#footnote-20) Research also suggests that concerns about how one is viewed by others increase during early and middle adolescence and that by mid-adolescence individuals are ‘morbidly preoccupied’ with what others think.[[21]](#footnote-21) The adolescent preoccupation with what others think is accompanied by conscious decisions about the way in which the self is presented.[[22]](#footnote-22)

Self-presentation has been described as a vital skill that must be learned and practised during childhood and, in particular, adolescence.[[23]](#footnote-23) For many young people the internet is an increasingly important, integrated and integral part of their daily lives[[24]](#footnote-24) that provides numerous opportunities to engage in self-presentation and impression management,[[25]](#footnote-25) including through the medium of images (whether of themselves or others), as well as opportunities for social interaction. Users of social networking sites have been found to ‘invest great effort into managing an online identity that represents them in the best possible way’[[26]](#footnote-26) and there is considerable support for Stern’s assertion that the internet presents an opportunity for individuals to ‘put their best face forward’ and present ‘touched up’, although not necessarily unrealistic, self-presentations.[[27]](#footnote-27)

Not surprisingly, there is a growing body of literature devoted to exploring the ways young people present themselves online, including through image selection. What is surprising, however, is the relative dearth of literature focusing on implications for an individual of the online posting of images of themselves by *others,* or the subsequent use of such images.[[28]](#footnote-28)

Despite the paucity of studies on the implications for children and young people of the unwanted online distribution of images of themselves by others, a number of observations can be made. These observations are either based on findings from some of the studies that have explored the issue, or are drawn from the literature on self-presentation and impression management and/or child development in general.

1. Self-esteem can be detrimentally impacted if others use or threaten to use an image to belittle, embarrass, or poke fun at the image subject,[[29]](#footnote-29) or where the image subject believes that the image reveals something ‘private’. This includes situations in which the image itself is ‘benign’ or ‘anodyne’,[[30]](#footnote-30) as well as those in which there is something ‘inherently’ embarrassing, private or offensive about the image.[[31]](#footnote-31)
2. An individual’s self-esteem can be detrimentally impacted if others respond or react to an image of that individual in a particular way – such as by making negative comments or changing their behaviour towards the individual in some way.[[32]](#footnote-32)
3. An individual’s self-esteem can be detrimentally impacted by the publication of an image which, in the image subject’s own view, is unflattering or embarrassing,[[33]](#footnote-33) or which reveals something of themselves that they either wish to keep back or which conflicts with a particular impression of themselves that they wish to create (an ‘identity claim’).[[34]](#footnote-34) Because people’s self-esteem can be affected by the way in which the individual in question *believes* others perceive them (regardless of whether or not this perception is accurate),[[35]](#footnote-35) the impact on self-esteem can occur regardless of whether and how others do respond or react.
4. The phenomenon of ‘context collapse’ can make it more difficult for an individual to manage impressions of themselves in an online environment. Context collapse is the term given to the fact that in the online environment, particularly in the context of social media, discrete audiences are often merged so that information is ‘pushed’ to all those with access to the online material, even if it was only intended for a particular group.[[36]](#footnote-36) Thus information or images that might be considered appropriate amongst friends may not be considered appropriate when seen by family members, work colleagues or professional contacts. An individual’s self-esteem can be lowered if they have created an unfavourable impression of themselves vis-a-vis a particular audience, or even if they believe they have done so.
5. An individual’s self-esteem can be affected by the extent to which they are able to control the presentation of self and regulate interpersonal boundaries. This is because the extent to which an individual can control access to themselves (including personal information about themselves) can itself be a source of feedback about that individual’s relational value[[37]](#footnote-37) (the extent to which a person feels valued by important others).[[38]](#footnote-38) This is separate from any *consequences* that may flow from a failure to regulate boundaries or control particular information.
6. It has been noted that control over one’s environment is one of the two most important predictors of self-esteem.[[39]](#footnote-39) Valkenburg and Peter posit that online communication may provide adolescents with the ability to control what they want others to know about them, as they can ‘create or modify the presentation of themselves, and they can choose the pace, breadth and depth of self-disclosure’.[[40]](#footnote-40) However, it is often the case that individuals in fact have little control over the way in which *others* present them in the online context, including by way of images of themselves that others might choose to upload and share. As noted by Rui and Stefanone, ‘[d]eliberate image construction is becoming more difficult because of the increasing number of information sources about individuals online’.[[41]](#footnote-41) Echoing that, and referring specifically to the practice of people posting photographs of others online, as well as the practice of ‘tagging’ people in photographs,[[42]](#footnote-42) Besmer and Lipford observe that people have reduced control over their image and its reach, a fact that may lead to embarrassment or humiliation.[[43]](#footnote-43)

Compounding this lack of control is the nature of the online environment itself. The unwanted online distribution of images can cause particular or additional harm – as discussed further in Part Four below.

1. Self-presentation involves conscious decisions both about what of oneself to present (and how) but also about what *not* to present, or what to keep back. According to Livingstone, the decision teenagers make about what to keep back is an ‘agentic act to protect their identity and their spaces of intimacy.’[[44]](#footnote-44) If the decision about what to keep back is removed from a person, therefore, as is the case when an image is distributed against the wishes of the image subject, it seems reasonable to suggest that the image subject may experience this in terms of a loss of agency, or ‘autonomy’. The importance of autonomy is discussed in Section B below.
2. The distribution of an image that conflicts with a person’s identity claims or which is embarrassing or reveals something the individual wishes to keep back can also impact on an individual’s relationships with others. During peer interactions, for example, adolescents ‘develop and reinforce shared norms, such as distinct language use, clothing style, music preferences’.[[45]](#footnote-45) These shared norms are then used as ‘identity markers’ and to reinforce a sense of belonging with those who share their interests and values.[[46]](#footnote-46) Where an image that does not conform to one or more of those norms is distributed, therefore, it is possible for this to undermine that shared sense of belonging. An image may also present an adolescent in a way that conflicts with that adolescent’s identity claims vis-a-vis their parents (for example, where it shows an adolescent engaged in underage drinking) or others. This has the potential to endanger the level of trust between the parent and child (or the child and others) and even the relationship itself. In terms of parents, specifically, this is significant not least because positive parental relationships have been shown to impact the quality of adolescents’ friendships.[[47]](#footnote-47)

The observations above suggest that the unwanted distribution of an image of children and young people can have potentially detrimental impacts on their self-esteem and autonomy, as well as upon their relationships. The role that self-esteem, autonomy and relationships play in development and the importance of each is considered further below.

## Role and importance of self-esteem

The development of self-concept and self-esteem is often considered key to the construction of ‘identity’. Identity has, in turn, been described as one of the key developmental goals of adolescence.[[48]](#footnote-48)

One’s self-concept has been described as the way one perceives oneself, the ‘picture’ that one has of oneself[[49]](#footnote-49) or the knowledge one has about oneself.[[50]](#footnote-50) The developmental importance of self-concept is captured by Burns in the following summary:

Many contemporary psychologists … ascribe to the self concept a key role as a factor in the integration of personality, in motivating behaviour and in achieving mental health.[[51]](#footnote-51)

Self-esteem is often considered to be the evaluative aspect of self-concept.[[52]](#footnote-52) It has been variously defined as constituting the ‘judgements we make about our own worth and the feelings associated with those judgements’[[53]](#footnote-53) and the ‘level of global regard one has for the self as a person.’[[54]](#footnote-54) What influences an individual’s self-judgement, in turn, is not only what others think of them but what that individual *believes* others think of them.[[55]](#footnote-55)

Low self-esteem has been associated with health problems and mood disturbances,[[56]](#footnote-56) including anxiety and depression,[[57]](#footnote-57) as well as with certain negative emotions such as shame, guilt[[58]](#footnote-58) and a tendency to suffer embarrassment.[[59]](#footnote-59) In adolescents, low levels of self-esteem have been implicated in a ‘wide range of maladaptive responses to the issues of adolescence’[[60]](#footnote-60) and have even been linked to suicidal ideation and attempted suicide.[[61]](#footnote-61)

Conversely high levels of self-esteem have been positively correlated with resilience[[62]](#footnote-62) and overall well-being. MacDonald and Leary, referring to some of the numerous studies on self-esteem, observe that

compared with people who score low on measures of trait self-esteem, people who score higher tend to be happier and less depressed, to have more friends, to be more satisfied with their interpersonal relationships, to worry less about being rejected, to conform less, to work harder on difficult tasks, to feel less lonely, are less likely to abuse alcohol, and to be less prone to a variety of psychological problems.[[63]](#footnote-63)

Childhood and adolescence is a crucial time for the development of self-esteem.[[64]](#footnote-64) During this time self-esteem is shaped by the views of others, particularly ‘significant others’ and then gradually internalised towards the self.[[65]](#footnote-65) Therefore, is important to healthy development that events do not encourage children to internalise negative responses.

## Role and importance of autonomy

Autonomy refers to ‘young people’s ability to feel, think and act independently’.[[66]](#footnote-66) An established body of research has found that individuals who lack a subjective sense of autonomy may experience lower wellbeing and non-optimal functioning.[[67]](#footnote-67) A sense of autonomy has been found to correlate closely with feelings of relatedness[[68]](#footnote-68) and to be something that assists in the construction of a personal identity[[69]](#footnote-69) and emotional functioning.[[70]](#footnote-70)

## Role and importance of relationships

In so far as the goals of adolescence have been identified as identity formation, autonomy, intimacy and the development of the sexual self,[[71]](#footnote-71) an individual’s relationship with others is central to all of these goals.

As discussed above, the development of self-concept and self-esteem is key to the construction of identity. Self-concept is fundamentally a social construct — the way one perceives oneself depends upon one’s perceptions of the responses of others and the process of social interaction, and therefore upon one’s relationships with others. Davis writes that ‘[p]eer relationships and the context in which they are experienced become central to the identity formation process during adolescence.’[[72]](#footnote-72) Davis also notes, however, that positive relationships with parents also promote adolescents’ identity development.[[73]](#footnote-73)

Achieving the goal of autonomy involves individuation — a gradual moving away from dependencies upon parents towards ‘more mature relationships’, such as those with peers.[[74]](#footnote-74) Clearly then the formation of new relationships and the changing nature of existing relationships are important facets of autonomy.

The development of friendships, sexual relationships and support networks in general requires varying levels of intimacy.[[75]](#footnote-75) Intimacy has been said to depend on self-disclosure.[[76]](#footnote-76) Self-disclosure, in turn, has been defined as ‘the act of revealing private information to others’.[[77]](#footnote-77) Research has demonstrated that self-disclosures in friendships precede self-disclosures to romantic partners and that development of intimacy in friendships may therefore serve to prepare young people for love relationships.[[78]](#footnote-78)

The importance of *positive* relationships to all aspects of social and emotional development is fairly self-evident. Child development textbooks devote large sections to a discussion of the influences and centrality of family, peer and other relationships.[[79]](#footnote-79) Asher and Parker argue that peer rejection has important implications for a child’s social and emotional adjustment, both in the short and long term,[[80]](#footnote-80) and peer rejection has been noted as a ‘salient source of stress during adolescence’,[[81]](#footnote-81) a factor that has a ‘directional relationship’ with depression[[82]](#footnote-82) and even risk factor in suicide.[[83]](#footnote-83) By contrast, strong friendships and social support networks may allow individuals to better cope with stresses[[84]](#footnote-84) and generally contribute to positive mental health outcomes and general wellbeing.[[85]](#footnote-85)

# Online distribution of images is an issue of particular concern

Although the distribution of images of a child or young person has the potential to impact detrimentally on development regardless of the medium in which images are shared, the online distribution of images raises issues of particular concern, for reasons set out below.

1. The ubiquity of the internet and the level of exposure afforded by online publication means that an image that in the past may have resided in relative obscurity can now potentially be viewed by millions for an indefinite period of time (a factor that has been termed ‘scaleability’[[86]](#footnote-86)). The size or potential size of the audience where an image is posted on the internet is one of the reasons that online images are considered such an impactful form of cyberbullying.[[87]](#footnote-87) As noted by the Law Commission of New Zealand, the potential for such a large audience can cause distress even where the image itself is not inherently intimate or embarrassing.[[88]](#footnote-88) Moreover, it is difficult if not impossible to control the audience who will have access to a particular image once online. Therefore, unwanted online distribution of an image can result both in access by unwanted audiences[[89]](#footnote-89) as well as a sense of fear, on the part of the image subject, of access by unwanted audiences.[[90]](#footnote-90)
2. Online publication raises concerns about the permanence, or persistence, of information. De Andrade has observed that ‘[w]hat we post on the internet becomes a kind of tattoo attached to ourself, hard and cumbersome to remove.’[[91]](#footnote-91) Numerous concerns have been expressed about the consequences of the persistence of online information. For example, Mayer-Schönberger has argued that memory impedes the ability of individuals to change: ‘by recalling forever each of our errors and transgressions, digital memory rejects our capacity to learn from them, to grow and to evolve.’[[92]](#footnote-92) In this sense, forgetfulness is ‘seen as fundamental to the development of self and identity, as well as to the capacity of individuals to make effective decisions.’[[93]](#footnote-93) Others express concerns not only about the future impact of the persistence of information but also about the *present consequences* of that persistence. Blanchette and Johnson have argued that the fear of persistent information may cause individuals to behave differently and hesitate to act or speak authentically.[[94]](#footnote-94)
3. Other concerns about the persistence of digital memory relate to what is presently unknown.[[95]](#footnote-95) Thus, as Graux et al have pointed out ‘[e]specially in today’s information society, it is practically impossible to predict all (negative) consequences of the use of personal data. And even if one can foresee a few, they tend to be abstract, distant and uncertain.’[[96]](#footnote-96)
4. The architecture of the internet itself can also give cause for concern: information, once online, can be indexed, searched and combined with other information about a particular individual. As Viviane Reding, former European Commission Justice Commissioner, has observed: ‘The Internet has an almost unlimited search and memory capacity. So even tiny scraps of personal information can have a huge impact, even years after they were shared or made public.’[[97]](#footnote-97)
5. According to the New Zealand Law Reform Commission, concerns about the online posting of images may be accentuated by the development of face recognition search engines and the linking, or tagging, of images with names and other data about the image subject.[[98]](#footnote-98) One of the consequences of the advances in facial recognition technology was illustrated in an experiment conducted by researchers from Carnegie-Mellon University.[[99]](#footnote-99) The researchers asserted that a combination of publicly available Web 2.0 data (such as photographs posted to Facebook), cloud computing, data mining, and face recognition software was ‘bringing us closer to a world where anyone may run face recognition on anyone else, online and offline — and then infer additional, sensitive data about the target subject, starting merely from one anonymous piece of information about her: the face.’[[100]](#footnote-100) The broader consequences of this experiment for privacy and security are manifold.[[101]](#footnote-101) In an interview with the Wall Street Journal, Google CEO Eric Schmidt was quoted as saying: ‘I don't believe society understands what happens when everything is available, knowable and recorded by everyone all the time’, and went on to predict that young people may in the future automatically be entitled to change their name to ‘disown youthful hijinks stored on their friends’ social media sites’.[[102]](#footnote-102) However, as Acquisti et al point out, it is one thing to change one’s name but quite another to change one’s face.[[103]](#footnote-103)
6. The online environment also provides opportunities for individuals to post information about others, including images, while remaining anonymous. The JSCCS notes that the ability to remain anonymous may encourage young people to behave online in a way that they would not behave offline

because anonymity affords them the opportunity to act on any anti-social impulses that might otherwise be tempered in public. Children, in particular, are ‘more likely’ to bully in the online environment because they are able to hide their identities. Those who are bullied physically and feel powerless go online feeling totally empowered.[[104]](#footnote-104)

Aside from the fact that anonymity may encourage behaviour online that would not have been indulged in offline, there is also the fact that the audience for online information is, for the large part, anonymous. This unknown audience may add to the harm suffered by an image subject when an image is published or shared online against that person’s wishes.[[105]](#footnote-105) One reason for this is that it is difficult for a person to manage an audience, or to tailor the impressions they create for a particular audience, when that audience is unknown and potentially quite diverse. In turn, this gives rise to the potential for ‘bad impressions’ to be created and maintained that can affect a person’s job prospects and their own self-esteem. Additionally, where an audience for a particular image is unknown, an image subject may be more fearful of who might see the image, and how they might react.[[106]](#footnote-106)

1. Another distinctive feature of information in an online environment is identified by boyd as ‘replicability’. That is, content can easily be duplicated and ‘altered in ways that people do not easily realize’.[[107]](#footnote-107) The ease with which content can be duplicated makes it more difficult to determine the authenticity and source of the information.[[108]](#footnote-108)
2. Finally, the internet presents unique challenges to regulators. While the internet might no longer be properly described as entirely ‘borderless’,[[109]](#footnote-109) it nevertheless represents a new realm and, according to Lessig, ‘demands a new understanding of how regulation works’, an understanding that ‘compels us to look beyond the traditional lawyer’s scope — beyond laws, or even norms. It requires a broader account of “regulation”, and most importantly, the recognition of a newly salient regulator.’[[110]](#footnote-110) That newly salient regulator is the architecture of the internet or, in Lessig’s terms, its ‘code’.[[111]](#footnote-111)

For all of the above reasons, the online distribution of images of children and young people is an issue of particular concern. That is not, however, to say that other forms of distribution are not also problematic.

# Unwanted distribution of images: not always a bad thing

Despite the fact that the unwanted distribution of an image may have a detrimental impact on the development of a particular child or young person, this is not necessarily so.

Whether harm actually eventuates depends on a range of factors — some internal (such as the level of a child’s resilience and self-esteem and their own response to an image of themselves) and some external (the way in which others respond to a particular image; the support network available to the image subject). Some individuals will be able to adopt strategies to manage the impressions of themselves that are given off, including those that arise from images posted by others. Strategies can include successfully persuading friends and others to remove unwanted images, and the use of ‘tools’ that enable the deletion of information or the linking of information to a particular individual. It is likely that the extent to which any given individual is able to employ strategies to manage their self-impressions will depend, upon other things, on their age and technological know-how.[[112]](#footnote-112)

It is also important to recognise that there are many positive developmental implications for children in capturing and sharing images of others and being active participants in using technology, including the internet and social media platforms.[[113]](#footnote-113) The practice of capturing and sharing images of others is also an instance of freedom of expression which, in itself, is a civil right that, along with others, is considered ‘fundamental to guaranteeing the right to health and development of adolescents.’[[114]](#footnote-114) Therefore, any response to the issue of unwanted publication needs to consider the overall effect on the interests, rights and freedoms of others.

# Legal responses to the unwanted distribution of images of children and young people

Recognition that the unwanted online distribution of images can have a potentially detrimental impact on development has implications for determining whether extant legal responses to the issue of unwanted online distribution of images are sufficient. Understanding the developmental implications of unwanted online distribution of images can also help with interpretation and application of existing causes of action.

Depending on the jurisdiction in which the child or young person is situated and the nature of the image, various legal remedies might be available in relation to the unwanted distribution of an image. This submission does not attempt the enormous task of detailing potential remedies. However, by way of general observation, it can be said that many of them depend on an image subject being able to determine that an image or the way in which it is used is *objectively* harmful. For example, an image might be considered harmful where it invades someone’s *reasonable* expectation of privacy; is defamatory; reveals confidential (including intimate) information; is offensive; or is used to bully or harass a person. Additionally, a remedy may be available where an image is captured or published in breach of contract; or constitutes an infringement of intellectual property rights. The fact that the image is published against the wishes of the image subject will usually not suffice, in and of itself, to ground an action or secure the ‘take down’ (in the broad sense of removal from publication) of an image. Yet, as outlined above, even when an image is not objectively harmful, it has the potential to give rise to developmental harm where its distribution is against the wishes of the child or young person. For this reason, for some children existing legal remedies may be insufficient and additional remedies should be considered. One such remedy is to allow a child or young person to request the removal from publication (‘take down’) of an online image for no reason other than that person making the request wishes it to be removed.

Evidently, a child’s wishes that an image not be available would need to be balanced against other rights and interests. However, the starting point could be a presumption that continued publication, where that is unwanted, is contrary to the child’s best interests. The presumption could then be ‘rebutted’ in appropriate circumstances, which would necessitate weighing the child’s interests with those of others — including any other image subjects, the person who captured the image, the person who first shared or ‘published’ the image, and people who may further share or view the image (particularly if it is newsworthy) — to achieve a fair balance. I have set out in a little more detail, elsewhere, what a take-down scheme for unwanted images online might look like.[[115]](#footnote-115) What is key for present purposes, however, is to emphasise that for the purpose of any such scheme the starting point should be a presumption that unwanted distribution of an image is contrary to a child’s best interests. Taking this as the starting point guards against what might otherwise be the tendency to assess a child’s best interests from a purely objective standpoint: that is by asking whether the image is ‘objectively’ harmful, embarrassing or invasive of privacy and thereby ignoring the child’s own wishes and the potential for harm even where an image appears ‘benign’.

Although additional legal responses to the unwanted distribution of an image should be considered, a child or young person might be able to secure the removal of an online image of themselves by simply making a request to the person who posted it. Obviously, however, if the image has already been copied or further shared, its removal by the person who first posted it will not prevent further distribution. In some cases, a removal request can be made to an internet content host, usually an internet intermediary (such as Facebook or Twitter). A number of internet content hosts make available their own mechanisms for the removal of certain content. For example, Facebook’s terms state that it has the right to remove or restrict access to content that violates its various terms, including its community standards.[[116]](#footnote-116) The community standards are drafted broadly but refer specifically to removal of ‘explicit attempts to mock victims’ and the marking as ‘cruel’ of implicit attempts to mock victims, including by way of memes and GIFs.[[117]](#footnote-117) Some social media providers, including Facebook, make available tools for individuals to report abusive or problematic content.[[118]](#footnote-118) However, while such providers reserve to themselves the right to remove such content, they are generally under no obligation to do so. Moreover, the fact that an image subject does not want their picture to be available online is largely irrelevant if the image does not contravene the internet host’s own terms of service or is not otherwise unlawful.

An exception to the above position may apply to children in the EU who have the benefit of specific rights set out in the General Data Protection Regulation (GDPR).[[119]](#footnote-119) These rights include the right to erasure (or the ‘right to be forgotten’), in Article 17, and the right to object to processing, in Article 21. In applying these rights a data controller[[120]](#footnote-120) will usually be required to balance competing interests. A request to erase data, for example, can be resisted if the controller is able to show that processing is necessary ‘for exercising the right to freedom of expression and information’.[[121]](#footnote-121) If an individual objects to the processing of their personal data, in line with Article 21, then the controller must cease processing (which includes making the content unavailable[[122]](#footnote-122)) unless it can demonstrate ‘compelling legitimate grounds for the processing which override the interests, rights and freedoms of the data subject’.[[123]](#footnote-123)

When considering the interests, rights and freedoms of the data subject who is child in relation to a request to erase or an objection to the processing of an image, it is important to recognise that while the problem of unwanted distribution of images of children and young people can be conceptualised as a privacy problem (for the reasons set out in Part I above), it is nevertheless a problem that implicates other rights including the right to development and the right to freedom of expression as set out in the Convention on the Rights of the Child (CRC).[[124]](#footnote-124) Data controllers should therefore take into account the potential developmental impact on an image subject of continued unwanted display of an image. Additionally, controllers should also recognise that a young person who does not wish an image of themselves to be displayed is making a choice about how to present themselves and self-presentation itself is a form of expression. The unwanted posting or use of images might also threaten expression in other ways — people might act differently not for fear of having their self-presentation claims challenged but for fear that a broader audience will have ‘access’ to those images and what they reveal about a person. The NSW Commissioner for Children has observed that the ‘unauthorised publication of photographs can cause distress to children, young people and families involved. It can make them fearful of further occurrences and affect their enjoyment of being in public places.’[[125]](#footnote-125) There is also some support in the research for the fact that surveillance from online audiences may have a chilling effect on people’s offline behaviour.[[126]](#footnote-126)

In terms of how data controllers should balance the interests of the person seeking erasure or objecting to processing with the rights and freedoms of others, the GDPR itself does not contain guidance on this but does recognise that children ‘merit special protection with regard to their personal data’.[[127]](#footnote-127) Thus, in seeking to strike a fair balance between the rights of those who are children (or who provided data when they were children) data controllers (or a regulator, as the case may be) should take into account the child’s best interests as a primary consideration.[[128]](#footnote-128) An understanding of the potential implications for child development of the unwanted distribution of an image can therefore inform the question of what is in a child’s best interests. Again, a useful starting point may be for controllers (and regulators) to presume that the continued online publication of an image (although not necessarily other forms of processing) is *not* in a child’s best interests where it is the child or young person who has made the request for erasure or objected to processing. As noted above, taking this as a starting point guards against a tendency to assess a child’s best interests from a purely objective standpoint.

# SUMMARY AND CONCLUSIONS

This submission has focussed on the unwanted distribution of images of children and young people. It has noted that images are a particularly powerful means of communication and a rich source of information. It was further noted that online distribution of images presents particular problems.

It is submitted that the unwanted distribution of images can potentially have a detrimental impact on development even where the image in question is not objectively harmful, offensive or embarrassing. Specifically, the submission suggested that self-esteem, autonomy and relationships can potentially be impacted by the unwanted distribution of images and that an understanding of these impacts should inform the way in which legal responses are interpreted and applied, as well as the question of whether new responses are required.

The submission has focused on the situation where distribution of an image is unwanted *by the image subject*,rather than situations where it is another (for example, a parent) who objects to the distribution of the image in question. That is to say, this submission assumes that the child or young person who is a subject of the image has sufficient awareness that the image is available and the capacity to develop a preference that it should not be. This is not to say that potentially detrimental impacts cannot occur in situations where there is no such awareness: but that is not the focus here.

In considering the application of existing legal responses to the issue of unwanted distribution of images of children and young people, and whether additional (new) responses are required, it is important to take into account that detriment does not necessarily follow from unwanted distribution of an image. It is also essential to take into account that there are many positive developmental implications for children in capturing and sharing images of others and being active participants in using technology, including the internet and social media platforms. Thus, any response that sought to protect children from what is merely a risk of harm would be overreach. Banning the capture of images of children and young people, or the sharing or online posting of images of children and young people, for example, would be excessive responses.

This submission has suggested that a take-down scheme in relation to the online publication of images of children and young people could be considered as a way of affording children greater control over their images – at least in jurisdictions where children or young people do not currently have the ability to request erasure of images or object to their processing. The starting point of any take-down scheme would be a (rebuttable) presumption that ongoing publication of an image of a child or young person where that is unwanted is against the child’s best interests. However, any such scheme would necessarily need to balance the rights and interests of the child or young person who wishes to secure take down of an image with the rights and interests of others. It would also be necessary to address enforcement difficulties which are inherent in any scheme designed to regulate online content.

This submission has also suggested that a better understanding of the potentially detrimental developmental implications for children and young people of unwanted distribution of images can inform the way in which extant legal rights are interpreted and applied. For example, the application of the rights to erasure and objection to processing under the GDPR necessitate the consideration of the child’s best interests. Understanding that the ongoing publication of even benign images can impact detrimentally on development can therefore inform the question as to what is in the child’s best interests. It was, again, suggested that a useful starting point could be a presumption that unwanted distribution of an image is contrary to the child’s best interests. Once again, however, the presumption can be rebutted in an appropriate case as the rights and interests of others will need to be factored in.

This submission has argued that while the unwanted distribution of images of children and young people can be conceptualised as a privacy problem, it is a problem which implicates rights beyond the right to privacy. This includes the right to development. It also includes the right to be heard[[129]](#footnote-129) and it is therefore essential that the views of children and young people on the issue of unwanted distribution of images, including appropriate legal responses, be sought. This submission, as noted in Part III, has not sought out the views of children, but recognises the importance of doing so.

Finally, there is, as noted in Part IV, relative dearth of literature focusing on implications for an individual of the online posting of images of themselves by *others,* or the subsequent use of such images. I would therefore suggest that more research is warranted to gain a deeper understanding of the potentially detrimental implications for the development of children and young people of the unwanted distribution of images of themselves.

**Dr Anna Bunn**

**Curtin University, Curtin Law School**

**30 September, 2020**
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