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I. Introduction

1. The present report is submitted pursuant to Human Rights Council resolution 42/15, in which the Council requested the United Nations High Commissioner for Human Rights to organize an expert seminar to discuss how artificial intelligence, including profiling, automated decision-making and machine-learning technologies may, without proper safeguards, affect the enjoyment of the right to privacy, to prepare a thematic report on the issue and to submit it to the Council at its forty-fifth session.[[2]](#footnote-3)

2. No other technological development of recent years has captured the public imagination more than artificial intelligence (AI), in particular machine-learning technologies.[[3]](#footnote-4) Indeed, these technologies can be a tremendous force for good, helping societies overcome some of the great challenges of the current time. However, these technologies can also have negative, even catastrophic, effects if deployed without sufficient regard to their impact on human rights.

3. While the present report does not focus on the coronavirus disease (COVID-19) pandemic, the ongoing global health crisis provides a powerful and highly visible example of the speed, scale and impact of AI in diverse spheres of life across the globe. Contact-tracing systems using multiple types of data (geolocation, credit card, transport system, health and demographic) and information about personal networks have been used to track the spread of the disease. AI systems have been used to flag individuals as potentially infected or infectious, requiring them to isolate or to quarantine. AI systems used for the predictive allocation of grades resulted in outcomes that discriminated against students from public schools and poorer neighbourhoods. These developments have demonstrated the broad range of impacts that AI systems have on people’s daily lives. The right to privacy is affected in all these cases, with AI using personal information and often making decisions that have tangible effects on people’s lives. Nevertheless, deeply intertwined with the question of privacy are various impacts on the enjoyment of other rights, such as the rights to health, education, freedom of movement, freedom of peaceful assembly, freedom of association and freedom of expression.

4. In 2019, in “The highest aspiration: a call to action for human rights”, the Secretary-General of the United Nations recognized that the digital age had opened up new frontiers of human welfare, knowledge and exploration. He underscored that digital technologies provide new means to advocate for, defend and exercise human rights. Nevertheless, new technologies are too often used to violate rights, especially those of people who are already vulnerable or being left behind, for instance through surveillance, repression, censorship and online harassment, including of human rights defenders. The digitization of welfare systems, despite its potential to improve efficiency, risks excluding the people who are most in need. The Secretary-General emphasized that advances in new technologies must not be used to erode human rights, deepen inequality or exacerbate existing discrimination. He stressed that the governance of AI needs to ensure fairness, accountability, explainability and transparency. In the security sphere, the Secretary-General reiterated his call for a global prohibition on lethal autonomous weapon systems.

5. The present report builds upon the two previous reports of the High Commissioner on the issue of the right to privacy in the digital age.[[4]](#footnote-5) It also incorporates the insights gained in the virtual expert seminar that was organized pursuant to Council resolution 42/15, held on 27 and 28 May 2020, as well as the responses to the High Commissioner’s call for input to the present report.[[5]](#footnote-6)

II. Legal framework

6. Article 12 of the Universal Declaration of Human Rights, article 17 of the International Covenant on Civil and Political Rights and several other international and regional human rights instruments recognize the right to privacy as a fundamental human right.[[6]](#footnote-7) The right to privacy plays a pivotal role in the balance of power between the State and the individual and is a foundational right for a democratic society.[[7]](#footnote-8) Its importance for the enjoyment and exercise of other human rights online and offline[[8]](#footnote-9) in an increasingly data-centric world is growing.

7. The right to privacy is an expression of human dignity and is linked to the protection of human autonomy and personal identity.[[9]](#footnote-10) Aspects of privacy that are of particular importance in the context of the use of AI include informational privacy, covering information that exists or can be derived about a person and her or his life and the decisions based on that information,[[10]](#footnote-11) and the freedom to make decisions about one’s identity.

8. Any interference with the right to privacy must not be arbitrary or unlawful.[[11]](#footnote-12) The term “unlawful” means that States may interfere with the right to privacy only on the basis of law and in accordance with that law. The law itself must comply with the provisions, aims and objectives of the International Covenant on Civil and Political Rights and must specify in detail the precise circumstances in which such interference is permissible.[[12]](#footnote-13) The introduction of the concept of arbitrariness is intended to guarantee that even interference provided for by law should be in accordance with the provisions, aims and objectives of the Covenant and should, in any event, be reasonable in the particular circumstances.[[13]](#footnote-14) Accordingly, any interference with the right to privacy must serve a legitimate purpose, be necessary for achieving that legitimate purpose and be proportionate.[[14]](#footnote-15) Any restriction must also be the least intrusive option available and must not impair the essence of the right to privacy.[[15]](#footnote-16)

9. The right to privacy applies to everyone. Differences in its protection on the basis of race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status are inconsistent with the principle of non-discrimination laid down in articles 2 (1) and 3 of the International Covenant on Civil and Political Rights. Discrimination on these grounds also violates the right to equality before the law contained in article 26 of the Covenant.

10. Article 2 (1) of the International Covenant on Civil and Political Rights requires States to respect and ensure the rights recognized in the Covenant for all individuals within their territory and subject to their jurisdiction, without discrimination. In other words, States must not only refrain from violating the rights recognized in the Covenant,[[16]](#footnote-17) but they also have an obligation to take positive steps to protect the enjoyment of those rights. This implies a duty to adopt adequate legislative and other measures to safeguard individuals against interference in their privacy, whether it emanates from State authorities or from natural or legal persons.[[17]](#footnote-18) This duty is also reflected in pillar I of the Guiding Principles on Business and Human Rights, which outlines the duty of States to protect against adverse human rights impacts involving companies.

11. Business enterprises have a responsibility to respect all internationally recognized human rights. This means that they should avoid infringing on the human rights of others and address adverse human rights impacts with which they are involved. Pillar II of the Guiding Principles on Business and Human Rights provides an authoritative blueprint for all enterprises regarding how to meet this responsibility.[[18]](#footnote-19) The responsibility to respect applies throughout an enterprise’s activities and business relationships.

III. Impacts of artificial intelligence on the right to privacy and other human rights

A. Relevant features of artificial intelligence systems

12. The operation of AI systems can facilitate and deepen privacy intrusions and other interference with rights in a variety of ways. These include entirely new applications as well as features of AI systems that expand, intensify or incentivize interference with the right to privacy, most notably through increased collection and use of personal data.

13. AI systems typically rely on large data sets, often including personal data. This incentivizes widespread data collection, storage and processing. Many businesses optimize services to collect as much data as possible.[[19]](#footnote-20) For example, online businesses like social media companies rely on the collection and monetization of massive amounts of data about Internet users.[[20]](#footnote-21) The so-called Internet of Things is a rapidly growing source of data exploited by businesses and States alike. Data collection happens in intimate, private and public spaces.[[21]](#footnote-22) Data brokers acquire, merge, analyse and share personal data with countless recipients. These data transactions are largely shielded from public scrutiny and only marginally inhibited by existing legal frameworks.[[22]](#footnote-23) The resulting data sets are large and the information collected is of unprecedented proportions.

14. Apart from exposing people’s private lives to companies and States, these data sets make individuals vulnerable in a number of other ways. Data breaches have repeatedly exposed sensitive information of millions of people.[[23]](#footnote-24) Large data sets enable countless forms of analysis and sharing of data with third parties, often amounting to further privacy intrusions and incurring other adverse human rights impacts. Arrangements enabling government agencies to have direct access to such data sets held by businesses, for example, increase the likelihood of arbitrary or unlawful interference in the right to privacy of the individuals concerned.[[24]](#footnote-25) One particular concern is the possibility of de-anonymization that is facilitated by fusing data from various sources.[[25]](#footnote-26) At the same time, the design of data sets can have implications for individuals’ identity. For example, a data set that records gender as binary misgenders those who do not identify as male or female. Long-term storage of personal data also carries particular risks, as data are open to future forms of exploitation not envisaged at the time of data collection.[[26]](#footnote-27) Over time, the data can become inaccurate, irrelevant or carry over historic misidentification, thereby causing biased or erroneous outcomes of future data processing.[[27]](#footnote-28)

15. It should be noted that AI systems do not exclusively rely on the processing of personal data. However, even when personal data are not involved, human rights, including the right to privacy, may still be adversely affected by their use,[[28]](#footnote-29) as shown below.

16. AI tools are widely used to seek insights into patterns of human behaviour. With access to the right data sets, it is possible to draw conclusions about how many people in a particular neighbourhood are likely to attend a certain place of worship, what television shows they may prefer and even roughly what time they tend to wake up and go to sleep. AI tools can make far-reaching inferences about individuals, including about their mental and physical condition,[[29]](#footnote-30) and can enable the identification of groups, such as people with particular political or personal leanings. AI is also used to assess the likelihood of future behaviour or events. AI-made inferences and predictions, despite their probabilistic nature, can be the basis for decisions affecting people’s rights, at times in a fully automated way.

17. Many inferences and predictions deeply affect the enjoyment of the right to privacy, including people’s autonomy and their right to establish details of their identity. They also raise many questions concerning other rights, such as the rights to freedom of thought and of opinion, the right to freedom of expression, and the right to a fair trial and related rights.

18. AI-based decisions are not free from error. In fact, the scalability of AI solutions can dramatically increase negative effects of seemingly small error rates.[[30]](#footnote-31) Faulty outputs of AI systems have various sources. To start with, outputs of AI algorithms have probabilistic elements, which means that there is uncertainty attached to their outputs.[[31]](#footnote-32) Moreover, the relevance and accuracy of data used are often questionable. Furthermore, unrealistic expectations can lead to the deployment of AI tools that are not equipped to achieve the desired goals. For example, an analysis of hundreds of medical AI tools for diagnosing and predicting COVID-19 risks, developed with high hopes, revealed that none of them had been fit for clinical use.[[32]](#footnote-33)

19. Outputs from AI systems relying on faulty data can contribute to human rights violations in a multitude of ways, for example, by erroneously flagging an individual as a likely terrorist or as having committed welfare fraud. Biased data sets that lead to discriminatory decisions based on AI systems are particularly concerning.[[33]](#footnote-34)

20. The decision-making processes of many AI systems are opaque. The complexity of the data environment, algorithms and models underlying the development and operation of AI systems, as well as the intentional secrecy of government and private actors are factors that undermine meaningful ways for the public to understand the effects of AI systems on human rights and society. Machine-learning systems add an important element of opacity; they can be capable of identifying patterns and developing prescriptions that are difficult or impossible to explain.[[34]](#footnote-35) This is often referred to as the “black box” problem.[[35]](#footnote-36) The opacity makes it challenging to meaningfully scrutinize an AI system and can be an obstacle for effective accountability in cases where AI systems cause harm.[[36]](#footnote-37) Nevertheless, it is worth noting that these systems do not have to be entirely inscrutable.[[37]](#footnote-38)

B. Concerns about artificial intelligence systems in key sectors

21. The present section illustrates how these concerns are experienced in practice by considering four key areas where the application of AI tools has given rise to concern.

Artificial intelligence in law enforcement, national security, criminal justice and border management

22. States are increasingly integrating AI systems into law enforcement, national security, criminal justice and border management[[38]](#footnote-39) systems. While many of these applications may indeed be a cause for concern, the present section will focus on a few select examples that represent some of the diverse emerging human rights issues.

23. AI systems are often used as forecasting tools. They use algorithms to analyse large quantities of data, including historic data, to assess risks and predict future trends. Depending on the purpose, training data and data analysed can include, for example, criminal records, arrest records, crime statistics, records of police interventions in specific neighbourhoods, social media posts, communications data and travel records.[[39]](#footnote-40) The technologies may be used to create profiles of people, identify places as likely to be sites of increased criminal or terrorist activity, and even flag individuals as likely suspects and future reoffenders.[[40]](#footnote-41)

24. The privacy and broader human rights implications of these activities are vast. First, the data sets used include information about large numbers of individuals, thus implicating their right to privacy. Second, they can trigger interventions by the State, such as searches, questioning, arrest and prosecution, even though AI assessments by themselves should not be seen as a basis for reasonable suspicion due to the probabilistic nature of the predictions. Rights affected include the rights to privacy, to a fair trial, to freedom from arbitrary arrest and detention and the right to life. Third, the inherent opacity of AI-based decisions raises particularly pressing questions concerning State accountability when AI informs coercive measures, even more so in areas that typically suffer from a general lack of transparency, such as the activities of counter-terrorism forces.[[41]](#footnote-42) Fourth, predictive tools carry an inherent risk of perpetuating or even enhancing discrimination, reflecting embedded historic racial and ethnic bias in the data sets used, such as a disproportionate focus of policing of certain minorities.[[42]](#footnote-43)

25. Developments in the field of biometric recognition technology have led to its increasing use by law enforcement and national security agencies. Biometric recognition relies on the comparison of the digital representation of certain features of an individual, such as the face, fingerprint, iris, voice or gait, with other such representations in a database.[[43]](#footnote-44) From the comparison, a higher or lower probability is deduced that the person is indeed the person to be identified. These processes are increasingly carried out in real time and from a distance. In particular, remote real-time facial recognition is increasingly deployed by authorities across the globe.[[44]](#footnote-45)

26. Remote real-time biometric recognition raises serious concerns under international human rights law, which the High Commissioner has highlighted previously.[[45]](#footnote-46) Some of these concerns reflect the problems associated with predictive tools, including the possibility of erroneous identification of individuals and disproportionate impacts on members of certain groups.[[46]](#footnote-47) Moreover, facial recognition technology can be used to profile individuals on the basis of their ethnicity, race, national origin, gender and other characteristics.[[47]](#footnote-48)

27. Remote biometric recognition is linked to deep interference with the right to privacy. A person’s biometric information constitutes one of the key attributes of her or his personality as it reveals unique characteristics distinguishing her or him from other persons.[[48]](#footnote-49) Moreover, remote biometric recognition dramatically increases the ability of State authorities to systematically identity and track individuals in public spaces, undermining the ability of people to go about their lives unobserved and resulting in a direct negative effect on the exercise of the rights to freedom of expression, of peaceful assembly and of association, as well as freedom of movement.[[49]](#footnote-50) Against this background, the High Commissioner therefore welcomes recent efforts to limit or ban the use of real-time biometric recognition technologies.[[50]](#footnote-51)

28. AI tools have also been developed to allegedly deduce people’s emotional and mental state from their facial expressions and other “predictive biometrics” to decide whether they are a security threat.[[51]](#footnote-52) Facial emotional recognition systems operate on the premise that it is possible to automatically and systematically infer the emotional state of human beings from their facial expressions, which lacks a solid scientific basis.[[52]](#footnote-53) Researchers have found only a weak association of emotions with facial expressions[[53]](#footnote-54) and highlighted that facial expressions vary across cultures and contexts,[[54]](#footnote-55) making emotion recognition susceptible to bias and misinterpretations. Given these concerns, the use of emotion recognition systems by public authorities, for instance for singling out individuals for police stops or arrests or to assess the veracity of statements during interrogations, risks undermining human rights, such as the rights to privacy, to liberty and to a fair trial.

Artificial intelligence systems and public services

29. AI systems are increasingly being used to help deliver public services, often with the stated goal of developing more efficient systems for timely and accurate delivery of services. This is also increasingly being seen in humanitarian contexts where delivery of humanitarian goods and services may be linked to AI systems. Although these are legitimate, even laudable goals, the deployment of AI tools in the delivery of public and humanitarian services may have an adverse impact on human rights if proper safeguards are not in place.

30. AI is used in diverse public services, ranging from decision-making about welfare entitlements to flagging families for visits by childcare services.[[55]](#footnote-56) These decisions are made using large data sets, which not only include State-held data but can also include information obtained from private entities, such as social media companies or data brokers, often gathered outside protective legal frameworks.[[56]](#footnote-57) Furthermore, since the computational knowledge and power over AI systems tends to be held by private companies, these arrangements often mean that private companies gain access to data sets containing information about large parts of the population. This raises privacy concerns as well as concerns about how historic bias embedded in data will affect the decision-making of public authorities.

31. A major concern regarding the use of AI for public services is that it can be discriminatory, particularly with regard to marginalized groups.[[57]](#footnote-58) The Special Rapporteur on extreme poverty and human rights has warned of a “digital welfare dystopia” in which unfettered data-matching is used to expose, survey and punish welfare beneficiaries and conditions are imposed on beneficiaries that undermine individual autonomy and choice.[[58]](#footnote-59) These concerns were illustrated recently in the Netherlands, where a widely reported court ruling banned a digital welfare fraud detection system as it was found to infringe on the right to privacy. The system in question provided central and local authorities with broad powers to share and analyse data that were previously kept separately, including on employment, housing, education, benefits and health insurance, as well as other forms of identifiable data. Moreover, the tool targeted low-income and minority neighbourhoods, leading to de facto discrimination based on socioeconomic background.[[59]](#footnote-60)

Use of artificial intelligence in the employment context

32. A range of employers across all types and sizes of business demonstrate the growing demand for monitoring and managing workers using data-driven technologies, including AI systems. So-called people analytics claims to provide more efficient and objective information about employees. This can include automated decision-making for hiring, promotion schemes or dismissal.

33. While most of the focus of such technologies lies on monitoring job-related behaviour and performance, a range of applications of AI systems also extends to non-job-related behaviour and data.[[60]](#footnote-61) The COVID-19 pandemic has accelerated this trend in two ways. First, some companies that provide workers with preventive health schemes increasingly collect health-related data. Second, as more processes are executed digitally while people work from home, workplace monitoring by AI systems is taken into people’s homes. Both trends increase the risk of merging the data from workplace monitoring with non-job-related data inputs. These AI-based monitoring practices constitute vast privacy risks throughout the full data life cycle. Adding to this, data can be used for other purposes than those initially communicated to employees, which can result in a so-called function creep.[[61]](#footnote-62) At the same time, the quantitative social science basis of many AI systems used for people management is not solid, and is prone to biases. For example, if a company uses an AI hiring algorithm trained on historic data sets that favour male, white, middle-aged men, the resulting algorithm will disfavour women, people of colour and younger or older people who would have been equally qualified to fill the vacancy.[[62]](#footnote-63) At the same time, accountability structures and transparency to protect workers are often lacking and workers are increasingly confronted with little or no explanation about AI-based monitoring practices.[[63]](#footnote-64) While in some situations, companies have a genuine interest in preventing misconduct in the workplace, the measures to uphold that interest often do not justify the extensively invasive practices for quantifying the social modes of interaction and connected performance goals at work. In a workplace setting and in light of the power relationship between employer and employee, one can also envisage potential scenarios where workers are compelled to waive away their privacy rights in exchange for work.[[64]](#footnote-65)

Artificial intelligence for managing information online

34. Social media platforms use AI systems to support content management decisions.[[65]](#footnote-66) Companies use these systems to rank content and decide what to amplify and what to downgrade, including by personalizing these decisions to different individual users based on their profiles. Automation is also used when implementing restrictions to content, including in response to different legal requirements within and across jurisdictions.[[66]](#footnote-67) The adoption of filter obligations for intermediaries relating to perceived online harms risk expanding the widespread reliance on AI without consideration of the severe impact of these systems on the rights to privacy and to freedom of expression at the local and global levels.

35. The vast data sets that curation, amplification and moderation systems rely on are created and continuously expanded through extensive online monitoring and profiling of platform users and their personal networks.[[67]](#footnote-68) This perpetual process of collecting information and making inferences from it, combined with extreme market concentration, has led to the situation where a handful of companies globally hold and control profiles about billions of individuals and the networked public sphere at large.

36. AI-assisted content curation done by companies with enormous market power raises concerns about the impact on the capacity of the individual to form and develop opinions, as two successive holders of the mandate of Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression have pointed out.[[68]](#footnote-69) Furthermore, platform recommender systems tend to focus on maximizing user engagement while relying on insights into people’s preferences, demographic and behavioural patterns, which has been shown to often promote sensationalist content, potentially reinforcing trends towards polarization.[[69]](#footnote-70) Moreover, the targeting of information may be unwelcome and even lead to dangerous privacy intrusions. Recommender systems have, for example, resulted in survivors of violence finding that the perpetrator was offered to them as a potential friend by social media platforms, and vice versa, putting the survivor at risk. In addition, the bias of majority or dominant groups reflected in data from search results has been shown to affect the information shared by or about minority or vulnerable groups. For example, research has demonstrated a disturbing degree of gender[[70]](#footnote-71) and racial bias in Google’s search results.[[71]](#footnote-72)

IV. Addressing the challenges

37. The need for a human rights-based approach to new technologies in general, and artificial intelligence in particular, has been recognized by a growing number of experts, stakeholders and the international community.[[72]](#footnote-73) A human rights-based approach offers a toolbox to help societies to identify ways to prevent and limit harm while maximizing the benefits of technological progress.

A. Fundamental principles

38. A human rights-based approach to AI requires the application of a number of core principles, including equality and non-discrimination, participation and accountability, principles that are also at the heart of the Sustainable Development Goals and the Guiding Principles on Business and Human Rights. In addition, the requirements of legality, legitimacy, necessity and proportionality must be consistently applied to AI technologies.[[73]](#footnote-74) Moreover, AI should be deployed in a way that facilitates the realization of economic, social and cultural rights by ensuring that their key elements of availability, affordability, accessibility and quality are achieved.[[74]](#footnote-75) Those who suffer human rights violations and abuses relating to the use of AI should have access to effective judicial and non-judicial remedies.[[75]](#footnote-76)

39. As was pointed out above, restrictions of the right to privacy must be provided for by law, be necessary to achieve a legitimate goal, and be proportionate to that goal. In practice, that means that States are required to carefully determine if a measure is able to achieve a set objective, how important that objective is and what the impacts of the measure will be. States should also determine if less invasive approaches could achieve the same results with the same effectiveness; if so, those measures need to be taken. The High Commissioner has already outlined such necessary limitations and safeguards in the context of surveillance by intelligence agencies and law enforcement.[[76]](#footnote-77) It should be noted that the necessity and proportionality tests can also lead to the conclusion that certain measures must not be taken. For example, requirements of blanket, indiscriminate retention of communications data imposed on telecommunications and other companies would fail the proportionality test.[[77]](#footnote-78) Similarly, imposing biometric identification requirements on recipients of welfare benefits is disproportionate if no alternative is provided. Moreover, it is crucial that measures are not assessed in isolation, but that the cumulative effects of distinct but interacting measures are properly taken into account. For example, before deciding to deploy new AI-based surveillance tools, a State must take stock of the existing capacities and their effects on the enjoyment of the right to privacy and other rights.

B. Legislation and regulation

40. Effective protection of the right to privacy and interlinked rights depends on the legal, regulatory and institutional frameworks established by States.[[78]](#footnote-79)

41. The importance of effective legal protections under data privacy laws has grown with the emergence of data-driven AI systems. These protections should meet the minimum standards identified in the previous report of the High Commissioner on the right to privacy.[[79]](#footnote-80)

42. Data privacy frameworks should account for the new threats linked to the use of AI.[[80]](#footnote-81) For example, laws could impose limitations on the type of data that may legally be inferred and/or further used and shared. Legislators should also consider strengthening individuals’ rights, including by granting them the rights to a meaningful explanation and to object to fully automated decisions that affect their rights.[[81]](#footnote-82) As AI technologies continue to evolve, it will be necessary to continue to develop more safeguards within data privacy frameworks.

43. One key element to counter the growing complexity and opacity of the global data environment, including its vast information asymmetries, is independent data privacy oversight bodies. These bodies need to have effective enforcement powers and to be adequately resourced. Civil society organizations should be empowered to support enforcement of data privacy laws, including through the establishment of robust complaint mechanisms.

44. Beyond data privacy legislation, a broader range of laws need to be reviewed and potentially adopted to address the challenges of AI in a rights-respecting way.[[82]](#footnote-83)

45. Taking into account the diversity of AI applications, systems and uses, regulation should be specific enough to address sector-specific issues and to tailor responses to the risks involved.[[83]](#footnote-84) The higher the risk for human rights, the stricter the legal requirements for the use of AI technology should be. Accordingly, sectors where the stakes for individuals are particularly high, such as law enforcement, national security,[[84]](#footnote-85) criminal justice, social protection, employment, health care, education and the financial sector, should have priority. A risk-proportionate approach to legislation and regulation will require the prohibition of certain AI technologies, applications or use cases, where they would create potential or actual impacts that are not justified under international human rights law, including those that fail the necessity and proportionality tests. Moreover, uses of AI that inherently conflict with the prohibition of discrimination should not be allowed. For example, social scoring of individuals by Governments[[85]](#footnote-86) or AI systems that categorize individuals into clusters on prohibited discriminatory grounds[[86]](#footnote-87) should be banned in line with these principles. For systems whose use presents risks for human rights when deployed in certain contexts, States will need to regulate their use and sale to prevent and mitigate adverse human rights impacts[[87]](#footnote-88) both within and outside the State’s territory. Mandatory involvement of human supervision and decision-making should be prescribed when adverse human rights impacts are likely to occur.[[88]](#footnote-89) Given that it can take time before risks can be assessed and addressed, States should also impose moratoriums on the use of potentially high-risk technology, such as remote real-time facial recognition, until it is ensured that their use cannot violate human rights.

46. States should also adopt robust export control regimes for the cross-border trade of surveillance technologies in order to prevent the sale of such technologies when there is a risk that they could be used for violating human rights, including by targeting human rights defenders or journalists.[[89]](#footnote-90)

47. The spectrum of risks arising from AI systems suggests a need for adequate independent, impartial oversight over the development, deployment and use of AI systems. Oversight can be carried out by a combination of administrative, judicial, quasi-judicial and/or parliamentary oversight bodies.[[90]](#footnote-91) For example, in addition to data privacy authorities, consumer protection agencies, sectoral regulators, anti-discrimination bodies and national human rights institutions should form part of the oversight system. Moreover, cross-sectoral regulators dedicated to overseeing the use of AI can help to set fundamental standards and ensure policy and enforcement coherence.

C. Human rights due diligence

48. States and businesses should ensure that comprehensive human rights due diligence is conducted when AI systems are acquired, developed, deployed and operated, as well as before big data held about individuals are shared or used.[[91]](#footnote-92) As well as resourcing and leading such processes, States may also require or otherwise incentivize companies to conduct comprehensive human rights due diligence.

49. The aim of human rights due diligence processes is to identify, assess, prevent and mitigate adverse impacts on human rights that an entity may cause or to which it may contribute or be directly linked.[[92]](#footnote-93) Where due diligence processes reveal that a use of AI is incompatible with human rights, due to a lack of meaningful avenues to mitigate harms, this form of use should not be pursued further. Assessing human rights impacts is an essential element of human rights due diligence processes.[[93]](#footnote-94) Due diligence should be conducted throughout the entire life cycle of an AI system.[[94]](#footnote-95) Particular attention should be paid to disproportionate impacts on women and girls, lesbian, gay, bisexual, transgender and queer individuals, persons with disabilities, persons belonging to minorities, older persons, persons in poverty and other persons who are in a vulnerable situation.

50. Meaningful consultations should be carried out with potentially affected rights holders and civil society, while experts with interdisciplinary skills should be involved in impact assessments, including in the development and evaluation of mitigations. States and businesses should continuously monitor the impacts of the AI systems they use to verify whether they have adverse human rights impacts. The results of human rights impact assessments, action taken to address human rights risks and public consultations should themselves be made public.[[95]](#footnote-96)

D. State-business nexus

51. Situations where there is a close nexus between a State and a technology company require dedicated attention.[[96]](#footnote-97) The State is an important economic actor that can shape how AI is developed and used, beyond the States’ role in legal and policy measures. Where States work with AI developers and service providers from the private sector, States should take additional steps to ensure that AI is not used towards ends that are incompatible with human rights. Such steps should be applied across the management of State-owned companies, research and development funding, financial and other support provided by States to AI technology companies, privatization efforts and public procurement practices.

52. Where States operate as economic actors, they remain the primary duty bearer under international human rights law and must proactively meet their obligations. At the same time, businesses remain responsible for respecting human rights when collaborating with States and should seek ways to honour human rights when faced with State requirements that conflict with human rights law.[[97]](#footnote-98) For example, when faced with demands for access to personal data that fail to meet human rights standards, they should use their leverage to resist or mitigate the harm that could be caused.[[98]](#footnote-99)

53. States can enhance human rights protections by consistently requiring responsible business conduct. For example, when export credit agencies offer support to AI technology companies, they should ensure that these companies have a robust track record in rights-respecting conduct and can demonstrate this through robust due diligence processes.

54. When States rely on AI businesses to deliver public goods or services, States must ensure that they can oversee the development and deployment of the AI systems. This can be done by demanding and assessing information about the accuracy and risks of an AI application. Where risks cannot be effectively mitigated, States should not use AI to deliver public goods or services.

E. Transparency

55. Developers, marketers, operators and users of AI systems should drastically increase their efforts regarding transparency around the use of AI. As a first step, States, businesses and other users of AI should make information available about the kind of systems they use, for what purposes, and the identity of the developer and operator of the systems.[[99]](#footnote-100) Affected individuals should systematically be informed when decisions are being or have been made automatically or with the help of automation tools.[[100]](#footnote-101) Individuals should also be notified when the personal data they provide will become part of a data set used by an AI system.[[101]](#footnote-102) Moreover, for human rights-critical applications, States should introduce registers containing key information about AI tools and their use.[[102]](#footnote-103) Effective enforcement of transparency obligations and data access, erasure and rectification rights contained in data privacy frameworks should be ensured. Particular attention should be given to enabling individuals to better understand and control the profiles compiled about them.[[103]](#footnote-104)

56. Promoting transparency should go further by including sustained efforts to overcome the “black box” problem described above. The development and systematic deployment of methodologies to make AI systems more explainable – often referred to as algorithmic transparency – is of utmost importance for ensuring adequate rights protections.[[104]](#footnote-105) This is most essential when AI is used to determine critical issues within judicial processes or relating to social services that are essential for the realization of economic, social and cultural rights. Researchers have already developed a range of approaches that further that goal,[[105]](#footnote-106) and increased investments in this area are essential. States should also take steps to ensure that intellectual property protections do not prevent meaningful scrutiny of AI systems that have human rights impacts.[[106]](#footnote-107) Procurement rules should be updated to reflect the need for transparency, including auditability of AI systems.[[107]](#footnote-108) In particular, States should avoid using AI systems that can have material adverse human rights impacts but cannot be subject to meaningful auditing.[[108]](#footnote-109)

V. Conclusions and recommendations

A. Conclusions

57. **The** **present report has highlighted the undeniable and steadily growing impacts of AI technologies on the exercise of the right to privacy and other human rights, both for better and for worse. It has pointed to worrying developments, including a sprawling ecosystem of largely non-transparent personal data collection and exchanges that underlies parts of the AI systems that are widely used. These systems affect government approaches to policing and the administration of justice, determine the accessibility of public services, decide who has a chance to be recruited for a job, and affect what information people see and can share online. Moreover, the risk of discrimination linked to AI-based decisions is all too real. The report outlines a range of ways to address the fundamental problems associated with AI, underscoring that only a comprehensive human rights-based approach can ensure sustainable solutions to the benefit of all.**

58. **Nevertheless, given the diversity of new questions arising in the context of AI, the present report is a snapshot of the constantly evolving AI landscape. Areas that deserve further analysis include health, education, housing and financial services. Biometric technologies, which are becoming increasingly a go-to solution for States, international organizations and technology companies, are an area where more human rights guidance is urgently needed. Furthermore, one focus of future work from a human rights perspective should be on finding ways to fill the immense accountability gap in the global data environment. Lastly, solutions for overcoming AI-enabled discrimination should urgently be identified and implemented.**

B. Recommendations

59. **The High Commissioner recommends that States:**

(a) F**ully recognize the need to protect and reinforce all human rights in the development, use and governance of AI as a central objective, and ensure equal respect for and enforcement of all human rights online and offline;**

(b) **Ensure that the use of AI is in compliance with all human rights and that any interference with the right to privacy and other human rights through the use of AI is provided for by law, pursues a legitimate aim, complies with the principles of necessity and proportionality and does not impair the essence of the rights in question;**

(c) **Expressly ban AI applications that cannot be operated in compliance with international human rights law and impose moratoriums on the sale and use of AI systems that carry a high risk for the enjoyment of human rights, unless and until adequate safeguards to protect human rights are in place;**

(d) **Impose a moratorium on the use of remote biometric recognition technologies in public spaces, at least until the authorities responsible can demonstrate compliance with privacy and data protection standards and the absence of significant accuracy issues and discriminatory impacts, and until all the recommendations set out in A/HRC/44/24, paragraph 53 (j) (i–v), are implemented;**

(e) **Adopt and effectively enforce, through independent, impartial authorities, data privacy legislation for the public and private sectors as an essential prerequisite for the protection of the right to privacy in the context of AI;**

(f) **Adopt legislative and regulatory frameworks that adequately prevent and mitigate the multifaceted adverse human rights impacts linked to the use of AI by the public and private sectors;**

(g) **Ensure that victims of human rights violations and abuses linked to the use of AI systems have access to effective remedies;**

(h) **Require adequate explainability of all AI-supported decisions that can significantly affect human rights, particularly in the public sector;**

(i) **Enhance efforts to combat discrimination linked to the use of AI systems by States and business enterprises, including by conducting, requiring and supporting systematic assessments and monitoring of the outputs of AI systems and the impacts of their deployment;**

(j) **Ensure that public-private partnerships in the provision and use of AI technologies are transparent and subject to independent human rights oversight, and do not result in abdication of government accountability for human rights.**

60. **The High Commissioner recommends that States and business enterprises:**

(a) **Systematically conduct human rights due diligence throughout the life cycle of the AI systems they design, develop, deploy, sell, obtain or operate. A key element of their human rights due diligence should be regular, comprehensive human rights impact assessments;**

(b) **Dramatically increase the transparency of their use of AI, including by adequately informing the public and affected individuals and enabling independent and external auditing of automated systems. The more likely and serious the potential or actual human rights impacts linked to the use of AI are, the more transparency is needed;**

(c) **Ensure participation of all relevant stakeholders in decisions on the development, deployment and use of AI, in particular affected individuals and groups;**

(d) **Advance the explainability of AI-based decisions, including by funding and conducting research towards that goal.**

61. **The High Commissioner recommends that business enterprises:**

(a) **Make all efforts to meet their responsibility to respect all human rights, including through the full operationalization of the Guiding Principles on Business and Human Rights;**

(b) **Enhance their efforts to combat discrimination linked to their development, sale or operation of AI systems, including by conducting systematic assessments and monitoring of the outputs of AI systems and of the impacts of their deployment;**

(c) **Take decisive steps in order to ensure the diversity of the workforce responsible for the development of AI;**

(d) **Provide for or cooperate in remediation through legitimate processes where they have caused or contributed to adverse human rights impacts, including through effective operational-level grievance mechanisms.**
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